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Ether Talk Speeds Up MultiUser AppleShare Application
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Here are the results of sone tests perforned on the EtherTal k card and the
Appl eTal k card. They suggest sone speed advantages using the EtherTal k card
in a nultiuser AppleShare application

Sone Hints:

The EtherTal k boards cone preset for thick-wire EtherNet. To change themto
thin-wire it is necessary to nove a junper on the board. This procedure is
wel I documented in the EtherTalk Interface Card manual

It is also mandatory that the cable itself be terninated on both ends.
Term nators nmust fit on the open end of the T-connection on each card. (The
testing group took one fromtheir FastPath for these explorations.)

Al so, the EtherTal k software nust be installed into the systemvia Installer
so that it shows up in the Control Panel as a Network icon on the left, which
-- when selected -- allows you to choose the built-in port or the EtherTalk
card. If you are connected to two networks, one AppleTal k and one EtherTalk,
you can toggle back and forth with the Network icon in the Control Panel

This is not a gateway fromone to the other, just a means of sw tching back
and forth.

The Benchmar ks:

As part of the test, sonme benchmarks were perforned which are docunent ed
bel ow. The nunbers are representative of the differences, but wll change
according to configurations, nunber of users, and the application being run.

- For one benchmark, Excel was opened on the server fromthe workstation in
bot h nodes: EtherTal k and Appl eTal k. The AppleTal k tinme was roughly 30 seconds;
the EtherTalk tine roughly 19 seconds -- approxi nately 37% faster

- Anot her test was running HyperCard fromthe server itself. EtherTalk seened
to be at | east 95% as fast at showing all cards in the address stack as
Hyper Card woul d be froma local hard di sk

Finally, the nost conprehensive benchmarks. Two sets of tests were run
call ed Configuration A and Configuration B



Configuration A

- These were done on a Maci ntosh Pl us-based systemwi th a 4MB Maci ntosh Pl us
as the Appl eShare server, and a 2MB Maci ntosh Plus as the workstation. RAM
cache on the server was automatically set by AppleShare v1.1 at 32k

(NOTE: Larger RAM cache settings actually slowed down the response tines!)

The workstation was operating froma single floppy containing Finder 6.0b2 and
System 4. 1. The application 4th Dinmension (runtine version) was running off
the file server, since there wasn't roomfor the application on the floppy
cont ai ni ng System and Finder. 4th Di mension was running in nulti-user node
with one user. The network was Appl eTal k, both cable and protocol. The server
used an Appl e 40SC dri ve.

Configuration B:

- Tests were done on a Macintosh Il based systemwi th a 5nb Macintosh Il as
the workstation and a 1nb Macintosh Il as the server. Both Macintoshes were
connect ed using EtherTal k. The server di sk was the same Apple 40SC as in
Configuration A Again, the tests were done with the workstation using a

fl oppy-based System v4.1 and Fi nder v6.0b2. RAM cache settings were not
recorded. 4th Dinmension was running in nulti-user node with one user off the
server vol une.

The tine tests involved two parts: timng the [ aunch of the data base, then
timng a series of typical operations. These operations typically involved
readi ng and/or witing data, and the reading of screen l|ayouts (nostly

di al ogs) .

The Results:

TEST CONF. A (seconds) CONF. B (seconds) % DI FFERENCE
Launch 359 124 35%

Qper. 1 12 5 42%

Oper. 2 26 10 38%

Qper. 3 15 6 40%

Qper . 4 28 11 39%

Oper. 5 18 6 33%

Qper. 6 35 12 34%

It appears fromthese tests that the Macintosh Il in conbination with

EtherTalk is two or three tines faster than the Maci ntosh Plus with
Local Tal k cabl i ng.
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