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This article is the OQpen Transport Technical Information docunent which cones
with System 7.5, Version 7.5.3.
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Open Transport Technical Infornmation

About Thi s Docunent

Thi s docunent contains technical information about Qpen Transport that nay be
useful to network adm nistrators and managers. You do not need the information
in this docunent in order to use Open Transport on your Maci ntosh conputer
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Appl e Open Transport is the nodern networking and conmuni cations subsystem for
the Mac OS. It is based on industry standards and brings a new | evel of
net wor ki ng connectivity, control, and conpatibility to MacOS systens, while
preserving and enhancing the hall mark of the Macintosh and Mac OS built-in
support for easy-to-use networking.

Open Transport is designed to nake it easier and nore cost-effective to devel op
Maci nt osh- based applications for a wide variety of custoners and narkets. Wth
Open Transport, Mac GS has built-in networking and comruni cati ons based on
cross-platformindustry standards including the POSI X conpliant X/ Open Transport
Interface (XTI), UN X STREAMs and Data Link Provider Interface (DLPI).

Applications witten to support Open Transport can directly support a w de range
of networking environnments (serial, dial-up network, LAN, and WAN), and nultiple
protocols (AppleTalk, TCP/IP, serial, and others) froma comobn code base. This
capability is sonmetines referred to as transport independence.

Open Transport 1.1 includes AppleTal k and TCP/I P protocols, and devel oper access
to serial communications. Apple and third parties are working to add support to

Open Transport for Point to Point Protocol (PPP), NetWare (NCP/IPX), Wndows 95

(SVB/ TCP/ Net BI OS), DECnet, LAT, and X 25. Sone of these additional capabilities

may be incorporated or bundled with future rel eases of Apple Open

Fil es Added by the Qpen Transport Installer
The Open Transport Installer adds the followi ng Extension files to Mac OS System
Fol der:

Open Transport Library contains the Open Transport code resource for 680x0-based
Maci nt osh syst ens.

Open Tpt AppleTal k Library contains the code resource for AppleTal k
conmuni cati on protocol for 680x0-based Maci ntosh systens and Appl eTal k
conmpatibility support.

Open Tpt Internet Library contains the code resource for TCP/IP comuni cation
protocol for 680x0-based Maci ntosh systens and MacTCP conpatibility support.

OpenTransportLib contains the code resource for PowerPC-based Maci nt osh
syst ens.

OpenTpt Appl eTal kLi b contains the code resource for Appl eTal k comuni cati on
protocol for PowerPC-based Mci ntosh systemns.

QpenTpt I nternetLib contains the code resource for TCP/IP conmuni cation protoco
for Power PC-based Maci ntosh systens.

Et hernet (Built-1n) contains the code resource allow ng access to a built-in
Et hernet port.

Serial (Built-In) contains the code resource allow ng access to built-in serial
ports.



Open Transport Guide Additions is an Apple Cui de database that adds Qpen
Transport instructions to Maci ntosh Guide

Open Transport also installs the new Appl eTal k and TCP/ I P configuration
utilities (control panels) into the Control Panels folder in the System Fol der

VWhat's New i n Qpen Transport

The new Open Transport/ Appl eTal k and Open Transport/ TCP bot h have been

i npl enented as Open Transport STREAMs nodul es and as native code on Power
Maci nt osh conputers. They support the new XTI APls, and their shared libraries
can be dynanically | oaded and unl oaded as needed.

Bot h protocols al so support dynami c reconfiguration (changed settings wi thout
requiring reboot), and feature new configuration applications offering Basic,
Advanced, and Administrator tools. The new configuration applications --

Appl eTal k and TCP/IP -- replace the older control panel inplenmentations --

Net wor k, MacTCP, and Admi nTCP. To enhance ease of use and backward
conpatibility, the new applications are stored in the Control Panels folder in
t he System Fol der

Static and Dynam c Appl eTal k Address All ocation

Open Transport/ Appl eTal k includes support for assigned (manual |y adm ni stered)
protocol addresses. This allows AppleTal k nodes to be managed usi ng protoco
address as a unique and stable identifier. It can also reduce sone of the
network traffic associated with AppleTal k's dynam c address assi gnnent features
( AARP) .

Dynam ¢ addressing continues to be available for those custonmers who prefer the
aut onat ed address al |l ocati on.

Net wor k managers who prefer to have the network infrastructure automatically
assign uni que protocol addresses can continue to rely on Appl eTal k Address
Resol uti on Protocol (AARP). Network nanagers who find advantages in having fixed
and wel | - known protocol addresses for each end-node can inplenment manua

addr essi ng.

When manual addressing is selected it is necessary to allocate and assign the
initial protocol addresses, which will subsequently be "l ocked". Sone

adm nistrators may prefer to do this allocation based on a central nunbering

pl an, creating individual configuration tenplates (recomrended or required
settings) for each user. Others nmay prefer to allow the network to determnine the
initial address configuration (i.e., use dynanic addressing once), and then | ock
t he uni quely assigned addresses after initialization

It is inmportant that all nodes on each individual AppleTal k subnet (a given
cabl e segnent assigned a uni que network number or network nunber range) be
admi ni stered consistently -- either all with dynam c addressing or all with
pre-assigned static addresses. This avoids a potential conflict between a new
dynam ¢ node acquiring an address assigned to an off-line, nanually-addressed
node. Admi nistrators can enforce the addressing policy for a subnet by I ocking
t he addressing node in the "dynam c" or in the "nmanual" state. As an



adm ni strative precaution, however, Qpen Transport/Appl eTal k does continue to
check for the presence of duplicate protocol addresses on the LAN when static
addressing is configured.

Use of Paraneter RAM

Under the classic AppleTal k networking architecture, AppleTalk's OV OFF state,
the selected network interface, the previous network (protocol) address, and the
previ ous Appl eTal k zone nane were saved in persistent nenory (paranmeter RAM for
reuse at boot time. To ensure backward conpatibility, this information is stil
stored and retrieved on systens using Open Transport/ Appl eTal k. However, there
are some changes nade with Open Transport to acconmpdate the expanded
capabilities of multiple, saved configuration files, and required network
settings.

e At boot tine, Open Transport reads the current AppleTal k configuration file to
determ ne if AppleTal k should be set to ON or OFF. This value will override the
val ue saved in paraneter RAM

e If the network interface specified in the current AppleTalk configuration file
is locked (it is a required setting) and if the specified port is not available
or cannot be initialized, AppleTalk conpatibility will not automatically switch
the port back to Local Tal k. Instead, AppleTalk will remain OFF. The user will
receive a dialog notification in the event this occurs.

Qpen Transport TCP/|I P Features

Wth the broad adoption of TCP/IP -- and the trenmendous excitenent and
visibility of the Internet -- Apple has made a significant investnent in
bringing a workstation-class inplenmentation of TCP/IP protocols to Mac OS. As
with MacTCP, Open Transport/TCP is a full 32-bit stack. Open Transport/TCP adds
support for:

e dynam c path MIU discovery, for nore efficient network use in heterogeneous
net wor k t opol ogi es;

* Dynamic Host Configuration Protocol (DHCP), for centralized |IP address
configuration managenment. DHCP is an | nternet Engi neering Task Force (IETF)
st andards-track protocol

e IP nmulticast, for participation as an MBone client;

e sinultaneous TCP connections linmted only by installed nmenory and processor
power, for increased functionality as a Internet or other TCP/IP network
server;

* a new, nore robust and standards-conpliant domai n nane resol ver (a caching
stub DNR);

e support for devel oper access to raw I P services, as well as TCP and UDP

e Ethernet version 2 and | EEE 802.3 fram ng, for better interoperability with a
wi der range of TCP/IP hosts;

e inplicit and explicit domain name search paths, for increased control of
donmai n name resol ution; and,

e multiple P routers with fail-over, for increased robustness in mssion
critical applications.

DHCP Server Support



Apple's inplementation conforns to the current versions of the applicable

speci fication docunments (RFCs). To date, Open Transport/ TCP has been tested with
the foll owi ng DHCP server inpl enmentations:

e Conpetitive Automation

« FTP Software (http://ww. ftp.con)

* Hewl ett Packard HP-UX (http://ww. hp.conj,

* Mcrosoft Wndows NT Advanced Server

e Silicon Gaphics (http://ww.sgi.com,

e Sun Solaris and SunCS (http://ww. sun.com, and

e TGV (http://ww.tgv.com.

DHCP Address Lease Support

Open Transport/TCP fully supports DHCP address | eases. Qpen Transport/TCP will
automatically attenpt to renew any address | ease that reaches its Renewal
Interval, which defaults to half of the lease's lifetime. The Renewal Interval
may be configured to a different value by making changes to the configuring DHCP
server. Renewal will be attenpted regardl ess of how many tinmes the | ease has

al ready been renewed. Should an interface's |IP address | ease expire, the
interface will be closed down.

W ndows NT Advanced Server Support

Wth Open Transport 1.1, Mac OS clients are fully interoperable with the W ndows
NTAS DHCP server.

Maci ntosh clients running earlier versions of Open Transport (1.0.x) could
experi ence some interoperability problenms due to significant differences between
the Mcrosoft inplenentation and that of a typical UN X-based server.

Local HOSTS Fil e Support

Open Transport/ TCP supports a HOSTS file, stored in the System Preferences
folder, that may be used to suppl ement and/or custom ze the Domai n Nane

Resol ver's initial cache of information. This file is parsed when Qpen
Transport/ TCP is initialized. As in MacTCP, the supported HOSTS file features
follow a subset of the Domain Nane System Master File Format (RFC 1035).

Shoul d a HOSTS file be used, every effort should be made to keep it as small as
possible, and to only include entries that will be accessed frequently. This
reduces the total nenory footprint required to cache the DNS i nformati on and

m nim zes the need to maintain and update the HOSTS files as systeminformation
changes over tine.

In order to activate a HOSTS file, Open Transport/TCP must be configured using
ei ther the Advanced or Adnministrator node to select the appropriate file. The
text file nust already exist, and can be created with any text editor or word
processor. Also note that the HOSTS file selection is tied to the selected
configuration. An adninistrator mght, for exanple, specify different HOSTS
files for use when a user connects via Ethernet on the canpus LAN and that sane
user when dialing-in froma renote |ocation.



Hurman | nterface Design

The Open Transport/ TCP configuration application represents a conplete overhau
of the human interface fromthe MacTCP software it replaces. In addition to
generic new features noted el sewhere (nultiple saved configurations, recomrended
and required settings, on-line docunentation, etc.), key new features include:

e direct entry of |IP addresses and subnet nmask in standard "dot notation"

e explicit selection of desired configuration nethod, now including Manual,
RARP, Boot P, Macl P, and DHCP

 support for attachnent to networks using O assless |InterDomain Routing

(A DR);

e support for nmultiple entries in the router, nane server, and explicit domain
search lists; and

e inmproved support for |arge AppleTal k networks when using Macl P
server/ gat eways.

MacTCP "Server" Addressing Support

MacTCP Server node addressing is a conbination of the Bootstrap Protocol (BootP)
and Reverse Address Resol ution Protocol (RARP) configuration nethods. Wen
Server node is selected, MacTCP uses BootP to attenpt to acquire an | P address.
If BootP fails to provide a valid address, MacTCP tries RARP. Wi chever protocol
is successful is stored as a preference, and is used first on next system
startup. Wiile this "fall-back" approach adds a degree of robustness fromthe
user's point of view, it also adds a degree of unpredictability froma network
adm nistrator's point of view

Based on custoner feedback, Open Transport/TCP allows a network administrator to
explicitly specify the single nethod they prefer to use. Thus while both RARP
and Boot P are supported, the Server node does not appear as a choice in the Qpen
Transport/ TCP configuration utility.

MacTCP "Dynam c" Addressing

Open Transport 1.1 does not support MacTCP "Dynam c¢" addressi ng. MacTCP
"Dynam c" node addressing was based on an Apple-proprietary extension to TCP/IP
protocols. It applied the address negotiation and assi gnment rul es used by the
Appl eTal k protocols to TCP/IP networks, nmaking it very easy to set-up a
Maci nt osh-only standal one TCP/I P network. Use of this Dynam c Addressing nethod
in other scenarios, however, could create additional work for a network

admi ni strator.

The Internet community (the I ETF) has since devel oped a nultivendor standard for
t he dynam c assi gnnent of |P addresses, known as Dynam ¢ Host Configuration

Prot ocol (DHCP). Apple has adopted the industry standard DHCP and dropped
support for the earlier "dynam c" node addressing with Open Transport/ TCP

Macl P Support
Macl P, sonetines also referred to as KIP (Kinetics Internet Protocol), is a

prot ocol specification devel oped as a nmethod for carrying TCP/IP traffic on
Appl eTal k-only networks -- originally Local Tal k networks. MaclP is today



frequently used with AppleTal k Renote Access Protocol (ARAP) to provide nobile
users access to TCP/IP network services. Macl P specifies encapsulation of TCP/IP
dat agrans in Appl eTal k packets for transm ssion over such connections.

Use of Macl P requires a gateway. AppleTal k encapsul ated | P packets are sent to
the Macl P gateway using AppleTal k protocols (DDP). The gateway strips off the
Appl eTal k encapsul ation and places the | P packet on the TCP/I P LAN. Wen packets
are destined for the Macl P end-node, that gateway provides the needed
encapsul ati on servi ces.

Macl P gat eway support is nost frequently offered as an integrated service within
a multiprotocol router. The gateway (router) attaches to both an AppleTal k and a
TCP/ I P network, acting as a middl eman between the Macl P end-node and t he
appropriate TCP/| P-based hosts on the LAN or WAN.

Open Transport includes end-node support for MaclP. A end-node is configured to
use Macl P using the TCP/ 1P configuration utility by selecting "Appl eTal k
(MaclP)" in the "Connect via:" pop-up nmenu. The user (or network adm nistrator)
nmust al so specify where on the network (in which zone) to | ook for the MclP
gateway. Once selected, TCP/IP will be encapsulated in AppleTalk and will be
sent out the "Connect via:" interface selected using the Appl eTal k configuration
utility.

Open Transport/TCP includes a new human interface for selecting the Macl P server
which offers the follow ng new features:

e Appl eTal k zones are now di splayed in a true scrolling list in a novable

wi ndow. This display is easier to view conpared to MacTCP' s pop-up nmenu when
there are a | arge nunber of zones in the network.

 The Zone list w ndow now supports selection using the nouse, the arrow keys,
and/ or "type-select", allowing the user to nore quickly select a specific zone
fromthe list.

e There is an option to display only those AppleTal k zones contai ni ng Macl P
servers. \Wen selected, this creates a background search task whi ch when
conpleted filters the zone list display to show only those zones contai ni ng
active Macl P servers.

e There is a short cut "Current Zone" option which causes the Mac to check the
current AppleTal k zone for a Macl P server without requiring the user to select a
specific zone. This can be a tine-saver for the user and a potenti al
bandwi dt h-saver on the network, especially when there are nmobile users that
connect in different locations to a enterprise-wi de network for Mcl P services.
Network Interface Options

PPP Connectivity

PPP (Point to Point Protocol) connectivity is not bundled with OQpen Transport at
this time. AppleTalk and TCP/IP connectivity over Open Transport/PPP is planned
to first be offered as a feature of upcom ng Apple Renpte Access products. ARA
products woul d include necessary Open Transport conponents.

Apple currently plans to fully nmerge ARA client and personal server capabilities
wi th basic Open Transport capabilities to offer an integrated comunications
package for LANs, WANs, and renote networking. These integrated capabilities are



al so expected to be delivered as a part of a future update to Mac OS. This
ti metabl e has not been finalized; details will be announced at a | ater date.

Application Conpatibility with Open Transport

Appl e has defined three levels of interoperability with Open Transport. The
first -- known as Open Transport Conpatible -- is used to describe a network
application originally devel oped for "classic" AppleTal k or MacTCP, that now

t akes advant age of Open Transport Conpatibility Services. These applications
automatically gain the benefits associated with the new Open Transport
configuration utilities. However, they will not realize a significant
performance i ncrease on Power Maci ntosh systens, nor can they take advantage of
Open Transport's transport-independence capabilities.

Open Transport Ready applications are those that have been nodified to adopt the
new Open Transport APlIs (XTl). They are PowerPC native, in addition to running
on 680x0-based Maci ntosh systens. Qpen Transport Ready applications not only
benefit fromthe new configuration utilities, but have the opportunity for a
significant perfornmance boost when running on Power Macintosh.

The third (highest) category of interoperability is referred to as Qpen
Transport Enhanced. In addition to adopting the new Open Transport APIs and
bei ng Power PC native, these applications have been nodified to exploit the
transport-independent capabilities of Open Transport, i.e., they can be
dynam cal ly configured to support AppleTalk, TCP/IP, or serial comrunications.

Backward Conpatibility

Applications that rely on undocunented APls or exanine private data structures
in current the AppleTalk or MacTCP nmay not be fully conpatible with Open
Transport. Exanpl es include the MacSNWP Appl eTal k and TCP/I P Agents (however,
MacSNVP and the Maci nt osh System Agent are conpatible), the Apple Internet
Router 3.x and sonme utilities |ike MacTCP Wat cher and MacTCP Spy. Updat ed
versions of these software products will be required for full conpatibility.

Per f or mance

Open Transport is witten to take advantage of the Power PC processor -- it is
native code. This provides the necessary foundation for increased networking
performance in Mac OS. To realize performance gains, however, it is equally

i mportant that networking applications also be accel erated for Power Macintosh,
and that applications adopt the new OQpen Transport XTI-based progranmi ng

i nterfaces.

The built-in "backward conpatibility" support for existing AppleTalk and TCP/IP
applications nmust continue to run as 680x0 code in enul ati on on Power Maci ntosh.
This protects a customer's investnment in networking applications, but also
obscures underlying performance i ncreases fromthe native protoco

i mpl ement ati ons.

In general, current Mac OS networking applications are witten for the 680x0
processor, and use the "classic" (68K-based) networking progranm ng interfaces.
These applications are not likely to see performance boosts with Open Transport,



as nost of the performance potential is based on the nove to native code for the
Power PC processor. Even for Power Maci ntosh native applications, a continued use
of the Open Transport backward conpatibility libraries offsets nost of the
performance gains in the |ow | evel protocol handling.

Users who sel ect Power Macintosh native applications that are Open
Transport-ready will realize the greatest performance gains. Performance of
specific network applications nay also be significantly influenced by the
processor speed of the system Custoners with demandi ng, network I/ O intensive
applications should give strong consideration to the higher performance
Power PC- based Maci nt osh systens.

However, even with 68K enul ated applications using backward conpatibility,
TCP/ 1P users are nore likely to see sone performance i nprovenents with Open
Transport. This is because of the differences in the way conpatibility is
provi ded for MacTCP vs. AppleTal k, and differences in the two protocol
architectures.

Performance will be greater with protocols that use | arger datagram sizes --
such as TCP/IP -- than with AppleTal k (which has a fixed and |imted datagram
size). On high-speed datalinks such as fast Ethernet, FDDI, and ATM the
performance of the network interface card (NIC) driver code is also a
significant factor. Conparative shopping for NICs -- based on price, service,
reliability, and performance -- will be in order.

Qpen Transport running on the built-in Ethernet of the Power Mcintosh 9500 has
been cl ocked at 9.3 Mps throughput using | owlevel TCP/IP benchmarks. A
pre-rel ease version of a third party Open Transport-native inplenmentation of
'"NFS' protocols was benchnmarked at 8.4 Mops. Both figures approach theoretica
maxi mum performance for 10 Mops Ethernet. AppleTal k performance i s sonmewhat
lower, with lowlevel benchmarking coming in at a bit over 7.5 Mips throughput.

The Open Transport engineering teamis continuing to work with NI C devel opers to
realize high-performance DLPI drivers for high-speed datalinks. This is a
cooperative effort, with work being done on both driver code and on Qpen
Transport. W expect that high-speed datalink NI C drivers based on Qpen
Transport 1.1 can be fully conpetitive with other PCl networking products. O
course, performance tuning will be an ongoing priority, as Apple intends to

al ways offer a platformcapable of industry |eading network performance.

Benchmar ki ng on these types of datalinks, with pre-rel ease Open Transport 1.1,
has been underway for some tinme. Some sanple results include:

e 48 Mops with a Rockwell fast Ethernet card and driver (1500 byte bl ock
si ze)

e 72 Mops with a Rockwell FDDI card and driver (4K bl ock size)

* 93 Mips with an Interphase ATM 155 card and driver (8K bl ock size)

These tests were performed using Open Transport/TCP 1.1 beta software, running
on a Power Maci ntosh 9500/132, and reflect nenory to nmenory, point to point
transfers (the "SpudPPC' test tool) on a dedicated test bed. In addition to

t hese nunbers, we've seen even higher throughput from Fore Systenms on their ATM
card, using UDP



Appl eTal k performance is expected to be |ower than TCP/IP perfornance due to
various technical issues, including DDP packet size and the ATP

retry-acknow edgnment algorithm Current testing on fast Ethernet is turning in
figures around 35-40 Mips with a Power PC native ATP test tool

Lar ge Dat agram Support

Maxi mum al | owabl e dat agram si ze i s dependent on both the sel ected datalink and
the sel ected protocol stack. Open Transport supports the use of |arge datagram
Ssizes as appropriate to the protocol and datalink in use.

Because Open Transport/ Appl eTal k i s based on the Phase 2 architecture, datagram
size for AppleTalk is Iimted to a naxi mum of 617 bytes. Qpen Transport/TCP
supports larger datagrans; up to 1,500 bytes on Ethernet and fast Ethernet, and
up to 16K on token ring. Even larger block sizes can be used on FDDI and ATM

Bl ock size does play a role in nmaxi mumthroughput; the | arger the bl ock size
used, the greater the potential end-to-end throughput. Users denmanding the
hi ghest network throughput may find FDDI to be a nobre attractive alternative
than fast Ethernet because it can support |arger block sizes at the sane bit
rate.
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