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e To include informati on on AT&T's enhanced Dat akit

Can | connect a Macintosh to Datakit or the "commercial" offering of
Dat akit, AT&T's Information Systems Network, |SN
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The AT&T Datakit VCS (Virtual Circuit Switch) is an architecture for

hi gh- speed data conmuni cati ons betwen conputers and term nals of different
types. It supports both term nal-to-conmputer and conputer-to-conputer
comuni cation. Functionally, it uses an internal packet switch capabl e of
swi tching 44, 000 packets per second.

A virtual circuit is a sequence of packets joined together by a "swtch"
modul e (switch circuit pack) to forma transm ssion path between host
conput ers and network destinations (host, personal conputers, nodem pool s,
etc). After a connection (circuit) is nmade, subscribers can talk to only
that destination until they nake an explicit request to term nate or
suspend the connection. The physical link can be one of four different

types:
* RS-232C sync or async

e Parallel flat band cable, optical fiber, or two 50-wire cabl es using
bal anced transm ssion for nultiple host interfaces

e Optical fiber trunk links
e RS-232C or V.35 connection for a DDS or T1 trunk

Appl e supports the RS-232C interface in a wide variety of term na
enmul ati on nodes and can provide a solution for replacenent of a "dunb”



termnal with a conputer connected to the Datakit VCS for the host
connecti on.

The fundanental architecture for Datakit and ISN is the sane. Both use
centralized short-bus architecture to inplenent |ocal-area networking. Both
use AT&T's contention nmechani sm known as "perfect scheduling"” to packetize
transm ssions on a tine-slotted bus. This contention schene provides for
no destructive collision or periods of idleness on the bus, in contrast to
di stributed bus and ring architectures.

The basic schene of the LAN is to connect devices, via copper or fiber, to
interface nodules residing in a centralized cabinet. This cabinet houses the
control circuitry necessary to assenble, address, route, establish circuit

t ake- up/ t ake- down, synchroni ze, di sassenble, and so on. Control cards, along
with interface cards for devices and circuits, neet with the backpl ane of the
cabinet to formthe "short-bus.” |Imagine a star configuration neeting at the
center to create a bus.

The backpl ane bus is short. In ISN, it is about 5 nmeters, running at

8. 64Mops (48,000 packets/second, each packet 180 bits). Propagation del ay
is mniml along the bus (less than 2 percent of the first bit of

transm ssion is exposed before the receiving device sees it).

Dat akit uses a 2-bus scheme, while I SN uses a 3-bus schenme. One packet
period prior to the transm ssion of data, |SN resolves contention on the
third bus. Packet headers contain a nodul e nunber related to the sending
device. This, along with a priority code, conprises the packet contention
code. Basically, the nodul e having the highest contention code w ns access
to the bus for any particular tine slot on that bus, resulting in perfect
schedul i ng.

It's best to think of 1SN as a phone system Everyone has potential
access to everyone else via the "switching" capabilities of ISN. PC# 1
needs to communicate with Host A, so PC# 1 breaks into an | SN session
"dials" (literally or by keyboard) the host, and is connected via routing
mechani sns of the | SN

I SN provides a | arge assortnent of interface nodules for connecting trunks
and data equi pnent. ISN are nodular in nature and can grow to several

t housand devi ces, using concentrators and inter-networked packet

controll ers.

Sone of the interface nodul es include:

e Async Interface Mdul es (Al M)

e« StarLan Interface Mdul es (SLI M)

 Fiber Interface Mdul es (FI M)

« Ethernet Interface Mdul es (El M)

e Trunk Interface Mdul es (Tl M)

e 3270 Term nal Switching

e Synchronous Transport (for Cluster Controller interfacing)

It is possible that the Macintosh can interface with ISN (Datakit) as an



asynchronous term nal connected to an Al M board. The Al M board is | ooking
for an 8-pin nmodul ar tipped connect, RS232. Synchronously, there nay be
problens if the 1SN had to handle. For exanple, a Netway 1000 | ooki ng at
one of its synchronous transport cards. |Issues critical to the success of
this idea mght prove to be the administration of buffers and taking
advantage of ISN' s flexibility in defining packet sizes. O course, you
need t he proper cable and connector spec in both configurations.

Anot her possibility is using Ethernet Interface Mddules to bridge Appl eTal k
networ ks that incorporate Ethernet in their design

AT&T Computer Systens enhanced its Datakit Il Virtual Circuit Switch |ine
by addi ng token ring support, support for AppleTal k networks, and by

i ncluding access to nultiple hosts. Release 2.0 of the product includes
the capacity to relay switch, two-way conmuni cation between Datakit
termnals and X 25 hosts on public and private packet networks. Disk
storage was increased to include support of a 40MB SCSI hard di sk and tape
subsystem Current users of the product can upgrade. An optional offering
is the Mai ntenance and Redundancy Control Module, an interface which lets
you switch the unit froma prinmary network to a backup

To | ocate a vendor's address and phone nunber, use the vendor nane as a
search string
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