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The AWS 95 comes with Appl eShare Pro. This is the highest performance
versi on of Appl eShare and has been enhanced to get the nobst out of the
added I/ O performance features and tuning of A/UX 3.0.1. For the nost part
anyone familiar with AppleShare 3.0 will find it extrenely easy to switch
to AppleShare Pro. There are just a few AAUX rel ated di fferences that an
adm nistrator will have to watch out for. After creating AppleShare Pro
the teamtook nuch of the code (except for the A/UX-only pieces) and
created Appl eShare 4.0. The AW 60 and AWS 80 cone with Appl eShare 4.0.
Any System 7 based systemwi th a 68040 processor can al so run Appl eShare
4.0. The features described bel ow pertain to both AppleShare Pro &

Appl eShare 4.0 unl ess otherw se not ed.
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Per f or mance Feat ures expl ai ned

* Read- ahead
This is the single nost inportant performance feature of the new
Appl eShares. Wen a client makes a request of the server that requires
readi ng, the server will read nore than the client requested, or "read
ahead". The server nakes an assunption of what the next |ogical section
of disk should be and reads it into RAM |In general, the client will ask
for that section in its next network request and receive an i nmedi ate
response because the data is already in RAM If the client does note
request that data or requests sonething else, then nothing is |ost
because the server will read the new data into the same RAM space
(overwiting the unnecessary bits).

* Wite behind
The npst tine consum ng operation froma user's point of viewis to wite
to a file server. This is the order of operation for previous versions
of Appl eShare:

1) server receives data block fromnetwork and stores it in RAM
2) server gives filesystempointers to data in RAM requests it be
witten to disk and waits for reply fromfilesystem



3) filesystemwites data to disk then verifies the wite

4) filesystemreplies to server

5) server notifies client of wite conpletion and asks for next data
bl ock

In the new Appl eShares, the server uses "wite behinds". After step 1
above, the server skips to step 5 and inforns the client of wite

conpl etion even though it had not actually been done at the time the
server sent the notification. 1In theory, the wites are | aggi ng behind
t he messages. Because of the difference in speed between networks and
hi gh speed SCSI devices, by the tine the user gets the nessage the wite
may have actually conpl eted (depending on the filesystem and | oad).

Since AAUX 3.0.1 has intelligent 1/O whenever nmultiple wites are
pending the filesystemw || spool several wite requests, organize them
in disk order, position the disk head, and then SCSI burst themall onto
the disk in one pass. This makes Appl eShares Pro the fastest server
under heavy load and multiple wite conditions.

e File, directory, and icon caching
The new Appl eShares al so allow for the use of main nmenory as a | evel 3
cache. There are a few paraneters that nmust be set by the adm nistrator
in the File Server Cache Preferences window. Follow ng are the genera
gui delines for setting cache sizes.

Set the Nunmber of Files to Cache to 20. If many files will be open at
the sane tine, raise this value to 40. Leave the Cache Size for Each
File at its default of 64K

In determning the Folder Cache Size for a server with random usage
patterns (that is, when users are as likely to access one file or folder
as they are any other), multiply the nunber of shared files and fol ders
by 0.2K. A large server (for exanple, a server with 10,000 fol ders and
files) mght allocate 2000K for the Fol der Cache Size setting. For a
server on which specific folders are used repeatedly and nost others are
accessed infrequently, nmultiply the nunber of shared files and fol ders by
0. 05K (for the same server of 10,000 folders and files, use 500K)

Leave the Icon Cache Size at its default of 256K

Check to nmake sure that the Total Cache Menory Size should be I ess than
hal f the value of the Total Available Menory.

* Nunmber of sinultaneous users
Appl eShare Pro can support a maxi num of 200 sinultaneous users; however,
t he Maxi mum Nunber of Connections is set to 100 by default. Appl eShare
4.0 can support a maxi num of 150 sinultaneous users; however, the Maxi mum
Nunber of Connections is set to 75 by default.

The admi nistrator can change this value in the File Server Preferences
wi ndow.

Apple Il support, but not booting



Apple Il net booting support will not be activated; but, ProDCS will
continue to be supported. This will allow Apple Il's to continue to | og
onto Appl eShare Pro. For Apple Il booting, AppleShare 3.0 will still be
avai | abl e as a product.

Full International Support

Al'l changes that were requested to upgrade Appl eShare 3.0 to provide

i nternational support have been made to both Appl eShare 4.0 and Appl eShare
Pro .

Anti-Piracy in AppleShare 4.0

Each legitimate AppleShare 4.0 File Server copy will have its own unique
serial nunber assigned at manufacturing time. This serialization will make
peopl e nore aware of software piracy. This will help honest people stay
honest and is not a heavy-handed, fool-proof, copy-protection schene. It
will allow people to deno the software, but will nake |ife annoying for
them unl ess they purchase it. Wen a duplicate serial nunber is detected
on the network, both servers will display an alert asserting that fact.
After several hours the greeting nmessage for clients will show the sane
alert. The longer the server runs after detection, the nore frequently the
duplicate detection alert will be displayed to all users. A tool wll be
produced to allow network adm nistrators and Systens Engi neers to discover
how many duplicate copies of AppleShare 4.0 are running on an internetwork.

2+ GB di sk support in AppleShare Pro

Previous versions of AppleShare were linmted to a 1.999 GB vol une size
because the Macintosh Finder is unable to handle |arger volunes. Since the
AWS 95 uses the A/UX filesystem it can handle disks 2 GB and | arger
however, the Finder-based Appl eShare clients can not. To use a l|larger disk
on the AW5 95 sinply share partitions of less than 2 GB each as separate
Appl eShar e vol unes.

Mount poi nt considerations in Appl eShare Pro

UNI X filesystens are hierarchical with only one root, the startup vol une.

If there is nore than one physical disk (or partition) all volunes nust be
connected to that startup volune. These connections are nmade wth "nount
poi nts". The adninistrator chooses a folder on the startup volune for each
addi ti onal volune to connect to. The additional volunme then appears as a
folder within the chosen folder (this is the "nmount point").

Since Appl eShare Pro runs atop the AAUX filesystem there is one special
consi derati on when sharing. Folders with nmount points in themcan not be
shared. This includes the A/UX startup vol ume (which has the Mac startup
vol ume nmount point init). Any nunber of specific folders on the startup
vol unme can be shared as |long as they do not have nount points inside them
If an administrator needs to share the entire contents of a folder with a
mount point in it, he/she nust open the fol der and share everything inside
it, then select and share the volune that is connected to that mount point.



Thi s can becorme an adm ni strati on headache; therefore, it is best for the
adm nistrator to choose the location of the nmount points so that it is not
necessary to share the folders that contain them
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