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The Appl e Workgroup Server (AW5) 95 will initially be available with
internal hard disk drive capacities 230 MB, 500 MB, and 1000 MB. For
customers especially concerned with performance and fault tol erance there
will be several solutions available fromthird parties inplenenting various
| evel s of RAID technol ogy.
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RAI D

Since servers need very fast, very large, and very reliable or fault

tol erant di sk subsystens the AWS 95 will support a variety of RAID devices.
RAI D stands for Redundant Array of |nexpensive Disks. RAID devices provide
a level of disk mirroring or data redundancy, along w th higher performance
t han conventional disk drives, or SLEDs (Single Large Expensive Disk).

RAI D devi ces cone in several configurations, nunbered O through 5. The
nunber indicates the level of striping, or distribution of data across

mul tipl e disks.

Below is a brief description of RAID configurations:

e RAID O describes a single disk that uses striping redundancy techni ques,
but is still a single disk.

* RAID 1 describes sinple disk mrroring. Disk mrroring nmeans having two
separate di sk drive nmechani sns that appear to the systemas a single
volume, but all data is witten to both disks at the same tinme.
Therefore there is always a backup. In the event that one disk fails,
the other disk will contain all of the data and the system can conti nue
to run until the failed disk is replaced and rebuilt. Somne
i mpl enentations allowthe CPUto read fromthe disks in parallel and
therefore reduce seek tinme, enhancing overall performance.

e RAID 2 uses a large nunmber of disks (10 or nore) and uses 30% - 40% of
them for checking or parity information. This way when each block is
witten to the systema checksum (interl eaved Hamm ng code) is generated



and stored on one of the check disks. |In the event of a failure the data
on the failed disk can be reconstructed fromthe data on the check disks.
Because of the |arge nunber of disks required and its optimzation for

| arge bl ocks of data RAID 2 is relatively inpractical for PC or workgroup
solutions. RAID 2 is found primarily on mainfranes.

« RAID 3 enploys a single check (or parity) disk for several data disks.
When a block is witten to the volume the data is distributed across the
data di sks, then a checksum (XOR) is witten to the parity disk. Because
data is witten and read in parallel frommany di sks, performance is
hi ghest for |arge blocks of data. RAID 3 inplenentations are not as
efficient with [ots of small bits of data. However, RAID 3 uses
proportionally nore disk space for data and less for parity (~20% than a
RAID 1 system

It is inmportant to renenber that the majority (70-80% of tine taken in
reading or witing is seek time. Having nultiple disk nmechani snms nmeans
the drives can seek to different places at the sanme tinme. Wile one
drive is witing, other drives can be seeking so when the systemgets to
the next drive it is ready to read or wite inmediately. This is true
for all multiple disk RAID inplenentations.

* RAID 4 systens are best for frequent small reads. Here there is only
one parity disk for multiple data disks. Check information is witten to
the parity disk for each sector that is witten to a data disk. The data
is spread on the data disks a full sector at a tine. Since there is only
one disk for check data witing is slower than reading, but nore disk
space is available for data.

« RAID5 is the nost efficient, highest perfornance, and nost reliable
i mpl enentation. This system spreads the check data across all disks in
the array all owing check data to be witten in parallel with other data
on other disks. RAID 5 also all ows "hot-swappi ng" neaning that a failed
di sk can be renoved and replaced in the array while the systemis stil
running. The data on the failed drive can be rebuilt on the new di sk by
recombi ni ng the check bits on the other disks. This systemis conpletely
redundant and extrenely fault tolerant. It is also best for reading and
witing both |arge and snmall bl ocks of infornmation.
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