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Thi s docunent contains technical information about Qpen Transport that nay be
useful to network nanagers and adm nistrators. You do not need to read this
docunent in order to use Open Transport.
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I nt roducti on

Qpen Transport is nodern networking and communi cations system software for the
Mac OS. It is based on industry standards and brings a new | evel of networking
connectivity, control, and conpatibility to Mac OS computers, while preserving



built-in support for easy-to-use networking. Qpen Transport is supported on
system software versions 7.1, 7.1.1, 7.1.2, 7.5.3, 7.5.5 or later. System
software version 7.5.3 or later is reconmended. No other system software
versions are support ed.

For more inportant information about systemrequirenments, conpatibility, and
known inconpatibilities and limtations, read the Qpen Transport 1.1.2 Read Me
docunent .

Fil es added by the Qpen Transport installer

Open Transport installs the AppleTalk and TCP/IP control panels into the Control
Panel s folder inside the System Fol der of your startup disk. The Open Transport
Installer also adds the following files to the Extensions fol der inside the
Syst em Fol der:

Shared Library Manager

Shared Li brary Manager PPC

These extensions inplenent a shared library nmechani smon 68K and Power PC Mac CS
conput ers, respectively. Both extensions are required on Power PC-based computers
in order to support both enul ated and native shared |ibraries.

OpenTransportlLib

Qpen Transport Library

These shared libraries inplenent core Qpen Transport services on Power PC-based
conputers. The first library contains the PowerPC inplenmentation and an
interface for native PPC applications. The second library contains the built-in
Open Transport nodules and an interface for enulated 68K applications.

QpenTpt Appl eTal kLi b

Qpen Tpt Appl eTal k Library

These shared libraries inplement Open Transport Appl eTal k services on
Power PC- based computers. The first library contains the PowerPC inpl ementation
and an interface for native PPC applications. The second library contains the
built-in Open Transport nodules and an interface for enulated 68K applications.

OpenTpt I nternetlLib

Open Tpt Internet Library

These shared libraries inplement OQpen Transport TCP/IP services on Power PC based
conputers. The first library contains the PowerPC inpl enmentati on and an
interface for native PPC applications. The second library contains the built-in
Open Transport nodul es and an interface for emul ated 68K applications.

Open Transport 68K Library
This shared library inplenments core Qpen Transport services on 68030- and
68040- based conputers.

Open Tpt ATal k 68K Li brary
This shared library inplements Open Transport AppleTal k services on 68030- and
68040- based conputers.



Open Tpt Inet 68K Library
This shared library inplenments Qoen Transport TCP/IP services on 68030- and
68040- based conputers.

Open Transport Appl eTal k Feat ures

Open Transport Appl eTal k supports static assigned (nmanually adm ni stered)
protocol addresses as well as the dynani c addressing provided by AppleTal k
Address Resol ution Protocol (AARP). Static addressing allows AppleTal k nodes to
be managed using the protocol address as a unique and stable identifier

It is inmportant that all nodes on each individual AppleTal k subnet (a given
cabl e segnent assigned a uni que network number or network nunber range) be
admi ni stered consistently—either all with dynanm c addressing or all wth
pre-assigned static addresses. This avoids a potential conflict when a new
dynam ¢ node acquires an address assigned to manual | y-addressed node that is not
connected or is off Iine. Adnministrators can enforce the addressing policy for a
subnet by | ocking the addressing node. As a precaution, Open Transport AppleTal k
checks for duplicate protocol addresses on the LAN even when static addressing

i s configured.

Use of paranmeter RAM

Under cl assic Appl eTal k, AppleTal k's on/off state, the sel ected network
interface, the previous network (protocol) address, and the previous AppleTal k
zone nane are saved in persistent nmenory (paraneter RAM for reuse at startup.
To ensure backward conpatibility, this information is still stored and retrieved
on systens using Open Transport Appl eTal k. However, the follow ng differences
are found with Open Transport:

e At startup, Open Transport reads the current AppleTalk configuration file to
determne if AppleTal k should be turned on or off. This value overrides the

val ue saved in paranmeter RAM The user is not explicitly notified when this
occurs.

e |If the network interface specified in the current AppleTal k configuration
file is locked and the specified port is not available or cannot be initialized,
Open Transport will not automatically switch the port back to Local Tal k.

I nstead, AppleTalk will remain off. The user sees a dialog box with this

i nformation.

Open Transport TCP/IP features

Open Transport brings a workstation-class inplenentation of TCP/IP protocols to
Mac OS. As with MacTCP, Qpen Transport TCP/IP is a full 32-bit stack. Open
Transport TCP/IP adds support for



e dynam c path MIU discovery, for nore efficient network use in heterogeneous
net wor k t opol ogi es.

 Dynam ¢ Host Configuration Protocol (DHCP), for centralized |IP address
configurati on managenent. DHCP is an Internet Engineering Task Force (IETF)
standards-track protocol.

e IP multicast, for participation as an MBone client for applications witten to
the native Open Transport API.

e sinmultaneous TCP connections for applications witten to the native Qpen
Transport APl are limited only by installed menory and processor power, for
i ncreased functionality as an Internet or other TCP/IP network server.

e a new, nore robust and standards-conpliant donmain nane resolver (a caching
stub DNR).

 support for devel oper access to raw I P services, as well as TCP and UDP.

e Ethernet Version 2.0 and | EEE 802.3 franing, for better interoperability with
a wider range of TCP/IP hosts.

e inplicit and explicit domai n nane search paths, for increased control of
domai n name resol ution.

e use of nultiple IP routers with fail-over, for increased robustness in
m ssion-critical applications.

e TCP wildcard source port assignnents start at 2048, increasing fromthat
poi nt .

DHCP server support

Appl e's inmplenentation conforns to the current versions of the applicable
speci fication docunments (RFCs). To date, Open Transport TCP/IP has been tested
with the foll owi ng DHCP server inplenentations:

e Conpetitive Automation (URL: http://ww.join.com

e FTP Software (URL: http://ww.ftp.com

e Hewl ett Packard HP-UX (URL: http://ww. hp.con

e Mcrosoft Wndows NT Advanced Server (URL: http://ww. m crosoft.com
e Silicon Gaphics (URL: http://ww.sgi.con)

e Sun Solaris and SunCS (URL: http://ww. sun. com

e TGV (URL: http://ww.tgv.com

DHCP address | ease support

Open Transport TCP/IP supports DHCP address | eases. Qpen Transport TCP/IP
automatically attenpts to renew any address | ease that reaches its renewal
interval (by default, the renewal interval is reached when the | ease is hal fway
conpl eted). The renewal interval nmay be configured to a different val ue by

maki ng changes to the configuring DHCP server. Renewal is attenpted regardless
of how many tines the | ease has al ready been renewed. Lease rebinding is al so



supported. Should an interface's |IP address |ease expire, the interface is

cl osed down. Qpen Transport TCP/IP does not currently support the DHCP Client ID
option or the DHCPI NFORM nessage, nor will it currently try to use the remminder
of a previous but unexpired | ease upon rebooting.

W ndows NT advanced server support

Wth Open Transport 1.1 and later, Mac OS clients are interoperable with the

W ndows NTAS DHCP server on LAN |inks. However, Mac OS clients cannot acquire
configuration information froman NI DHCP server across a dialup (PPP) link
because there is not yet an accepted industry standard for DHCP over dial up. The
NT i nmpl ementation is based on proprietary Mcrosoft extensions. Mac OS clients
cannot acquire configuration information nor register with a Mcrosoft WNS
server. WNS is al so dependent on Mcrosoft extensions to TCP/IP (requiring
Net Bl OS support).

The Internet Engineering Task Force (I ETF) is devel oping a cross-platform

i ndustry standard technol ogy for dynamic registration and | ook-up of |P nanes
t hrough the Dynanic Service Location working group. Apple has no current plans
to inmplement the WNS extensions. Instead, we are fully comritted to

i npl enentati on of the applicable | ETF standards as they energe.

Maci ntosh clients running versions of Open Transport prior to 1.1 could
experi ence some interoperability problenms due to other significant differences
between the M crosoft inplenentation and that of a typical UN X-based server

Boot P support

Open Transport 1.1 and later fully supports Bootstrap Protocol (BootP). Versions
of Open Transport prior to 1.1 failed to accept a BootP Reply sent to the

uni cast (subnet broadcast) address, (for exanple, xxX.xxx.xxX.255. Replies sent
to the all-nets broadcast address (for exanple, 255.255.255.255) were handl ed
properly. Also, earlier versions of Open Transport required that the BootP

gat eway be zero hops away.

Local Hosts file support

Open Transport TCP/IP supports a Hosts file that may be used to suppl ement
and/ or custom ze the Donain Nane Resolver's initial cache of information. The
Hosts file is normally stored in the Preferences folder in the active System
Fol der. When Open Transport TCP/IP is initialized, it reads the Hosts file (if
any). As in MacTCP, the supported Hosts file features follow a subset of the
Dormai n Name System Master File Format (RFC 1035).

Open Transport TCP/IP is nore stringent regarding the content and format of the
Hosts file than was MacTCP, which permtted violation of the FQDN requirenent
for <domai n-nane>. For instance, the formt:

charlie A 128.1.1.1
whi ch was acceptable to the MacTCP DNR, is no |longer pernmitted because of the

use of domain search lists in Open Transport/TCP ("charlie" could potentially
exist in any or all of the configured domains). To acconplish the same effect,



use this format instead:

charlie CNAME nyhost . nydonmi n. edu
nmyhost . nydomai n. edu A 128.1.1.1

This associates the local alias charlie with the fully qualified domai n nane
nmyhost . nydonai n. edu, and resolves it to the address 128.1.1.1. Use of |oca
aliases is limted to CNAVE entries; NS and A entries nust use fully qualified
donmai n nanes.

You can create a Hosts file with any text editor or word processor (the Hosts
file must be stored in text format). |If you use a Hosts file, keep it as short
as possible, and include only entries that will be accessed frequently. This
reduces the nenory required to cache the DNS i nfornmation and mninmzes the need
to maintain and update Hosts files as systeminformation changes.

Open Transport TCP/IP automatically uses a Hosts file stored the Preferences

fol der of the active System Folder. If no Hosts file is found in the Preferences
fol der, Open Transport TCP/IP searches the active System Fol der for a Hosts
file. You can specify a particular Hosts file to use with a specific
configuration. For exanple, one Hosts file mght be set up for a user connecting
via Ethernet, and another set up for when that user connects via nodem

For additional information about the Hosts file design of the Open Transport
Domai n Narme Resol ver, see the docunment "Apple Open Transport Reference QRA. " The
| atest version of the QQA is in the Open Transport Extras Folder and is
avai |l abl e on the Internet at ftp://seeding. apple.com ess/public/opentransport/.

MacTCP "server" addressing support

Open Transport TCP/IP supports both Bootstrap Protocol (BootP) and Reverse
Address Resol ution Protocol (RARP) configuration nethods. MacTCP Server node
addressi ng was a conbi nati on of BootP and RARP. \Wen Server npbde was sel ected,
MacTCP used BootP to attenpt to acquire an I P address. If that failed, MacTCP
tried RARP. Wi chever protocol was successful was stored as a preference, and
was used first the next tine the conputer started up. In Open Transport, you
nmust choose BootP or RARP explicitly.

MacTCP "dynam c¢" addressing

Open Transport does not support MacTCP "dynami c" addressing. MacTCP dynam c node
addr essi ng was based on an Appl e-proprietary extension to TCP/IP protocols. It
appl i ed the address negotiation and assi gnment rul es used by the AppleTal k
protocols to TCP/IP networks, making it very easy to set up a Macintosh-only
standal one TCP/ I P network. Use of this dynam c addressing nethod in other
scenari os, however, could create additional work for a network adm nistrator

The Internet community (|IETF) has since devel oped a nultivendor standard for the
dynam ¢ assignnent of |P addresses, known as Dynanic Host Configuration Protoco
(DHCP). Open Transport TCP/|IP supports the industry standard DHCP

Macl P support



Macl P is a protocol specification developed for carrying TCP/IP traffic on
Appl eTal k-only networks, originally Local Tal k networks. MaclP is today
frequently used with Appl eTal k Renbte Access Protocol (ARAP) to provide nobile
users access to TCP/IP network services.

Use of MaclP typically requires a gateway, which strips off the AppleTal k
encapsul ati on and pl aces the | P packet on the TCP/IP LAN. When packets are sent
back to the Macl P end-node, the gateway replaces the Appl eTal k encapsul ation
Macl P gat eway support is nost frequently offered as an integrated service within
a multiprotocol router. The gateway (router) attaches to both an AppleTal k and a
TCP/ 1 P net wor k.

Open Transport supports MaclP in the TCP/IP control panel. Once selected, TCP/IP
data i s encapsul ated in Appl eTal k packets, and is sent through the sel ected
network interface.

PPP connectivity

PPP (Point to Point Protocol) connectivity for Qpen Transport is currently based
on the use of third-party software extensions known as "MDEVs." Early versions
of these extensions nay not be conpatible with Qpen Transport. For infornmation
about MDEV compatibility, see the Open Transport 1.1.2 Read Me docunent.

Menory requirenments

Open Transport provides many new features and capabilities to Mac OS custoners
and, in general, will require nore system nmenory (RAM than does classic

net wor ki ng. However, the actual menory requirenents of Qpen Transport vary
dependi ng upon the networking services in use at a given tine. This is different
fromclassic networking, which allocates nenory to networking services and keeps
it allocated even after networking services are no |longer in use.

Factors contributing to differences in nenory requirenments include:

* Open Transport provides inplenmentations of networking as both 680x0 and native
Power PC code. Power PC code is typically larger (but also faster).

* Open Transport provides "m xed-node" applications support, making it possible
for both Power PC native and 680x0 applications to use native networking on
Power PC- based conput ers.

e Open Transport includes both the new i npl enentations of networking and the
libraries required to provide backward conpatibility support for the ol der
Appl eTal k and MacTCP programm ng interfaces.

* Open Transport requires |l ess nmenory on systens with virtual nenory enabl ed.
O assi ¢ networki ng has about the sane nenory requirenments regardless of the VM
setting.

e Open Transport is based on the cross-platform standard STREAMs environnent,
whi ch requires nmore menory than cl assic networKking.



The difference in nmenory requirenents depend upon the configuration of your
conputer. Sone exanples of base nenory requirenents include:

Begi n_Tabl e

Vi rt ual d assic Open
Conput er System Menory Appl eTal kK & MacTCP Transport
Power PC- based On 350K to 450KB 200KB
Power PC- based O f 350K to 450KB up to 1.2MB
608x0- based O f 350K to 450KB 700KB to 800KB
End_Tabl e

Application compatibility guidelines

Appl e has defined three |levels of interoperability with Open Transport. The
first, "Open Transport Conpatible," is used to describe network applications
originally devel oped for "classic" AppleTal k or MacTCP programing interfaces

t hat now t ake advant age of Open Transport Conpatibility Services. These
applications automatically gain the benefits associated with the Qpen Transport
control panels. However, they will not realize a significant performance

i ncrease on Power Macintosh systens, nor can they take advantage of Open
Transport's transport-independence capabilities.

"Open Transport Ready" applications have adopted the new OQpen Transport APIs.
They are Power PC native, in addition to running on 680x0-based Maci ntosh
systems. Open Transport-ready applications benefit fromthe new control panels
and nay al so realize a significant performance boost when running on
Power PC- based conputers.

The hi ghest category of interoperability is "Open Transport Enhanced." In
addition to adopting the new Open Transport APlIs and bei ng Power PC native,

t hese applications can be dynamically configured to support AppleTalk, TCP/IP
or serial communication

Applications that rely on undocunented APIs or exam ne private data structures
in Appl eTal k or MacTCP nay not be fully conpatible with Open Transport. Updated
versi ons of these software products will be required for full conpatibility.

Per f or mrance

Open Transport is designed to take advantage of the Power PC processor. For

maxi mum perf ormance, however, networking applications nust also take advantage
of the Power PC processor, and should adopt the new Open Transport progranmni ng
i nterfaces.

In general, current Mac OS networking applications are witten for the 680x0



processor and use the "classic" (680x0-based) networking progranmming interfaces.

These applications can still be used with Open Transport, and nmay perform
sonmewhat better. Networking applications that are PowerPC-native but not Qpen
Transport-ready may yield better performance, but still fall short of the

maxi mum potenti al performance because they make use of Open Transport backward
conpatibility rather than its full capabilities.

Performance i nprovenents will be greater with protocols that use | arger datagram
sizes. For exanple, TCP/IP users will see greater inprovenents than AppleTal k
users, because AppleTalk has a fixed and |limted datagram size. On high-speed
dat al i nks such as fast Ethernet, FDDI, and ATM the performance of the network
interface card (NIC) driver code is also a significant factor

Overal |l performance al so depends on the anpbunt of RAM avail abl e. Larger packet
si zes and hi gher throughput place increased denand on the buffering system of

Open Transport. |If Open Transport becones | ow on nenory, throughput decreases to
acconmodate the limtation
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