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CONLEY CORPORATION SOFTWARE LICENSE

 

PLEASE READ THIS LICENSE BEFORE USING THE SOFTWARE. BY USING THE SOFTWARE YOU AGREE TO BE
BOUND by the terms and conditions of this license. Should you not agree to the terms and conditions of this license, please
return the unused software to the place where you licensed it and the license fee will be refunded.

 

1. The software accompanying this License, whether on disk, in read only memory, or on any media (the “CONLEY SoftRAID
Software”) and related documentation are licensed to you by CONLEY Corporation (CONLEY). You own the disk on which the
CONLEY SoftRAID Software is recorded, but CONLEY and CONLEY’s licensors retain title to the CONLEY SoftRAID Software and
related documentation. This License permits you to use the CONLEY SoftRAID Software on a single Power Computing computer
and make one copy of the CONLEY SoftRAID Software in machine-readable form for backup purposes only. You must reproduce
on such copy the CONLEY copyright notice and any other proprietary legends that were on the original copy of the CONLEY SoftRAID
Software. You may transfer all your license rights in the CONLEY SoftRAID Software, the backup copy of the CONLEY SoftRAID
Software, the related documentation, and a copy of this License to another entity, provided the other entity agrees to the terms and
conditions of this License.

2. The CONLEY SoftRAID Software contains copyrighted and other proprietary material and may not be decompiled, reverse
engineered, disassembled, or otherwise reduced to human-perceivable form. You may not rent, lease, loan, distribute, modify, network, or
electronically transmit from one computer to another the CONLEY SoftRAID Software.

3. This License is effective until terminated. You may terminate this License by destroying the CONLEY SoftRAID Software, related
documentation, and all copies thereof. This License will terminate immediately if you fail to comply with any of its terms or conditions,
Upon termination you are obligated to destroy the CONLEY SoftRAID Software, the related documentation, and all copies thereof.

4. CONLEY warrants the disks on which the CONLEY SoftRAID Software is recorded to be free from defects in material and
workmanship under normal use for a period of ninety (90) days from the date the license fee is paid. CONLEY’s entire liability and your
exclusive remedy will be replacement of the disk not meeting CONLEY’s limited warranty and which is returned to CONLEY or a
CONLEY authorized representative with a copy of proof payment of the license fee. CONLEY will have no responsibility to replace a disk
damaged by accident, abuse, or improper use. All implied warranties on the disks are limited in duration to ninety (90) days from
the date of delivery. This warranty gives you specific legal rights, and you may in addition have other rights which vary by
jurisdiction.

5. You expressly agree that the use of the CONLEY SoftRAID Software is at your sole risk. You acknowledge that the SoftRAID
software may not satisfy all your requirements or be free from defects, The CONLEY SoftRAID software as provided by Conley will
substantially conform to Conley’s published specifications for the software.

THE SUPPLIER OF THE SOFTRAID SOFTWARE (“CONLEY”) EXPRESSLY DISCLAIMS ALL WARRANTIES, EXPRESS OR
IMPLIED, INCLUDING, WITHOUT LIMITATION, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR
A PARTICULAR PURPOSE. CONLEY DOES NOT WARRANT THAT THE CONLEY SOFTRAID SOFTWARE WILL MEET YOU
REQUIREMENTS, OR THAT THE OPERATION OF THE CONLEY SOFTRAID SOFTWARE WILL BE UNINTERRUPTED OR
ERROR FREE, OR THAT DEFECTS IN THE CONLEY SOFTRAID SOFTWARE WILL BE CORRECTED. IN ADDITION,
CONLEY DOES NOT WARRANT OR MAKE ANY REPRESENTATION IN CONNECTION WITH THE USE OF THE CONLEY
SOFTRAID SOFTWARE OR ITS CORRECTNESS, ACCURACY, RELIABILITY, OR OTHERWISE, SHOULD THE CONLEY
SOFTRAID SOFTWARE PROVE DEFECTIVE, YOU ASSUME THE ENTIRE COST OF ALL NECESSARY SERVICING, REPAIR,
OR CORRECTION. SOME JURISDICTIONS DO NOT ALLOW THE EXCLUSION OF IMPLIED WARRANTIES, SO THE
ABOVE EXCLUSIONS MAY NOT APPLY TO YOU.

6. UNDER NO CIRCUMSTANCE SHALL CONLEY BE LIABLE FOR ANY INCIDENTAL, SPECIAL, OR CONSEQUENTIAL
DAMAGE THAT RESULTS FROM THE USE OR INABILITY TO USE THE CONLEY SOFTRAID SOFTWARE OR RELATED
DOCUMENTATION, EVEN IF CONLEY OR AN AUTHORIZED REPRESENTATIVE HAS BEEN ADVISED OF THE POSSIBILITY
OF SUCH DAMAGE. SOME JURISDICTIONS DO NOT ALLOW THE LIMITATION OR EXCLUSION OF LIABILITY FOR
INCIDENTAL OR CONSEQUENTIAL DAMAGES, SO THE ABOVE LIMITATION OR EXCLUSION MAY NOT APPLY TO YOU.
IN NO EVENT SHALL CONLEY’S TOTAL LIABILITY TO YOU FOR ALL DAMAGES, LOSSES, AND CLAIMS EXCEED THE
LICENSE FEE PAID BY YOU FOR THE CONLEY SOFTRAID SOFTWARE.

7. This License shall be governed by and construed in accordance with the internal laws of the State of New York applicable to
agreements entered into and to be fully performed therein. In the event a court of competent jurisdiction finds any provision of this
License to be unenforceable, that provision shall be enforced to the maximum extent permissible and the other provisions of this License
shall remain in full force and effect.

8. This License constitutes the entire agreement between the parties with respect to the use of the SoftRAID Software and related
documentation and supersedes all prior or contemporaneous understandings or agreements, oral or written, regarding the subject matter
hereof. No amendment or modification of this License shall be binding unless in writing and signed by a duly authorized representative of
CONLEY Corporation
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Thank you for purchasing Conley SoftRAID for Power Computing
computers. SoftRAID can improve your computers performance and
increase data safety. This edition of SoftRAID has been tailored to

work exclusively with Power Computing products.
Manuals for Conley products are as accurate as possible at time of

printing, and may be updated with new releases of SoftRAID. Up-to-date
technical information, late breaking news and information on software
updates and upgrades will be available on-line through Power Computing’s
WWW page. (http://www.powercc.com/). Technical assistance can also be
obtained through the Conley WWW page (http://www.conley.com)

This manual assumes familiarity with the Mac OS operating system and
hardware components. An Appendix is included to provide more detailed
technical information on SCSI technology and RAID level definitions. At the
rear of the manual is a glossary which is included to help with new and
unfamiliar terminology.

There are three types of call-out text used in this manual:

1) The symbol “

 

✔ NOTE” provides suggestions, reference sources, and
other information relevant to the operation or discussion in the main text. 

2) The symbol “▲ CAUTION” alerts you to installation or repair operations
which will affect an array’s status or performance, as well as when hardware
or data will be affected. 

3) The symbol “◆ WARNING” indicates critical information concerning the
operations or topics being discussed in the text. Warnings are used in
situations where certain operations may jeopardize hardware or data. 
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CONLEY SOFTRAID MANUAL VERSION 3.1
This manual and the software described in it are copyrighted, with all

rights reserved. Under the copyright laws, this manual or the software may
not be copied, in whole or in part, without written consent of CONLEY,
except in the normal use of the software or to make a backup copy of the
software. The same proprietary and copyright notices must be affixed to any
permitted copies as were affixed to the original. This exception does not
allow copies to be made for others, whether or not sold, given, or loaned to
another person. Under the law, copying includes translating into another
language or format. 

Every effort has been made to ensure that the information in this manual
is accurate. CONLEY is not responsible for printing or clerical errors.

CONLEY Corporation
420 Lexington Avenue, 16th Floor
New York, NY 10017
Apple, the Apple logo, AppleShare, and Macintosh are trademarks of

Apple Computer, Inc., registered in the United States and other countries.
PowerPC is a trademark of International Business Machines

Corporation, used under license therefrom.
Power Computing, PowerTower, PowerTower 2, PowerWave, PowerCurve

and PowerCenter are trademarks of Power Computing, Inc.
Mention of third-party products is for informational purposes only and

constitutes neither an endorsement nor a recommendation. CONLEY
assumes no responsibility with regard to the performance of these products.
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Chapter 1: Introduction
Welcome to SoftRAID!

What does Conley SoftRAID do?

SoftRAID creates Macintosh volumes from multiple disk drives using
RAID technology so that you can:

A) Stripe for higher Performance (RAID level 0), or 
B) Mirror for increased reliability (RAID level 1).
SoftRAID uses RAID disk arrays to make this possible. 
RAID is an acronym for “Redundant Array of Independent Disks”, which

was originally developed at the University of California at Berkeley in the
late 1980s.

A disk array is a configuration of two or more hard drives that can be
accessed by a host computer as if it were a single disk drive. A disk array is
used to increase the effective reliability and/or performance over that of a
single hard drive. There are several different RAID levels, or RAID
standards.(see Appendix) SoftRAID supports the two most common,
Striping and Mirroring. 

With Conley SoftRAID, you can build and manage high-performance,
fault-tolerant disk arrays using off-the-shelf hard disks and high speed SCSI
controllers. SoftRAID works with most, if not all, SCSI disk drives, supports
SCSI-1 and SCSI-2 standards, including Fast,Wide and Ultra SCSI.
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Disk 1

Disk 2

Disk 1

Disk 2

Disk 3

You need guaranteed access to files 
and cannot aford downtime. You 
have enough disk space for a copy.

Use mirroring when… Use striping when…

You need faster access to large files.

You want to use a few smaller disks 
to store one large volume.



Striping is typically used for high performance applications because
Striping can dramatically increase overall disk drive performance. For
example, if you do Digital Video work, you can capture video images faster
because the images are being stored across multiple disks. Another Striping
application might include use as a PhotoShop scratch disk. 

Striping can improve data transfer rates by up to 200% with 2 to 4 disks
in a striping array. This is accomplished by accessing drives in parallel, so
that overall system throughput increases. This data is accessed normally by
your computer, as if it were on a single disk. 

Mirroring, on the other hand, gives you extra protection from hard disk
drive failures by storing an exact duplicate on a separate drive. Mirroring
provides continuous data availability for mission-critical applications and file
servers where downtime is unacceptable. Publishing, Pre-Press, Internet
Servers, AppleShare Servers (Accounting, Databases, and other important
corporate information warehouses) are a few examples of mission critical
applications.

Mirroring writes the same data to two disks at the same time. If either of
these disks should fail, your computer will access data from the surviving
disk. In the event of a disk failure, there is no downtime. SoftRAID will
notify you of a possible problem by flashing the Apple Icon. After a failed
disk has been replaced or repaired, SoftRAID transparently rebuilds the data
in the background while the server stays on-line.

✔NOTE Continue to implement normal backup procedures even when
using disk mirroring. Backups (and archives) insure data security in the

event of catastrophic hardware failure, software caused data corruption,
destructive computer viruses, or even theft.

Definitions and Technical Information:

SoftRAID Software takes advantage of some unique disk formatting
options. To take advantage of the power of SoftRAID, it is important that
you understand the differences between a disk, a partition and a volume, as
SoftRAID uses them.

Disks

A disk or hard disk drive, is a physical data storage device. A disk can be
divided into logical sections called PARTITIONS. One or more partitions
make up a volume. SoftRAID defines disks as random-access, block-mapped
devices which respond to the SCSI “Inquiry” command with a device type of
“disk.” This includes most removable-media devices and some optical disks.
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Volumes and Partitions

Each disk icon you see on the Mac desktop represents a volume. A
partition is a region of a disk used to create a volume. In a standard Mac
environment, a volume is created from a single partition. With SoftRAID, a
volume does not always correspond to one partition on a hard disk. A
SoftRAID Mirrored volume is created from two partitions; one partition is
the primary storage and the other partition is an identical “mirror image” on
another disk. A SoftRAID Striping volume uses two or more partitions, each
on separate disks, to create a combined volume with a size equal to the total
of the individual partitions. A description of each type of SoftRAID partition
is included in Chapter 5 Reference: The partition list.

SoftRAID can create four different kinds of volumes:

1. standard Macintosh HFS
2. mirroring (RAID level 1)
3. striping (RAID level 0)
4. weighted striping (RAID level 0)

1. Standard Macintosh

A standard Macintosh volume is the familiar volume which appears as an
icon on the Mac OS desktop. A Standard Macintosh volume is made from
only one partition, and is called an HFS volume. Standard Macintosh
partitions created with SoftRAID are identical to those created with Apple’s
HD SC Setup program or any Mac OS disk drive formatting software. 

2. Mirroring

A mirroring volume is created from two identically-sized partitions located
on two different disks. One partition is called the primary and the other is
called the mirror. The primary and mirror partitions of a striping volume are
kept synchronized by SoftRAID. Should a disk, cable or SCSI adapter failure
render data on one of the partitions inaccessible, the system is directed by
SoftRAID to look to the other partition for data, transparently and without
interruption. 

All read I/O requests from the operating system are sent to the primary
partition, if available. Write I/Os are sent to both the primary and mirror
partitions. If a failure occurs, the SoftRAID monitor extension will beep and
flash a SoftRAID icon on the Apple Menu bar.
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Status of Mirrored Volumes

SoftRAID describes the status of a mirroring volume as:
• Optimal

This is the normal status when both the primary and mirror partitions are
functional. All data requests are read from the primary, and data is written to
both primary and mirror partitions.
• Failed

One of the partitions has failed. Data is accessed from the remaining
active partition. The Mirrored volume is still available for use on the
desktop, however, the failed partition should be rebuilt as soon as possible.
• Rebuilding

A mirroring volume is undergoing a rebuild process. 
During the rebuild process, the SoftRAID SCSI driver reads from the

partition with optimal status and then copies that data to the rebuilding
partition. Every block of the optimal partition is copied during the process.
The volume is fully accessible during the rebuild, and the system can be
rebooted without affecting data integrity. Rebuilding continues automatically
after the system has completed rebooting.

✔NOTE SoftRAID allows you to build a mirroring volume from a
standard volume without erasing the contents of the existing standard

volume. This allows you to easily add fault-tolerance by adding a second
disk.

3. Striping

Striping spreads data across two to seven equal-sized partitions. A striping
volume can improve performance of a set of disks as well as increase the
contiguous storage capacity in order to create a single large volume.
However, a striping volume is not redundant: if a disk fails, all data on the
volume will be lost. 

Files stored on a striping array are spread across multiple disks. The
SoftRAID driver will automatically distribute the pieces when the file is
written, and puts them together when the file is read.

There are many ways to optimize and improve striping performance. Read
Chapter 5 on Performance Guidelines and Configuration, for tips on making
the most of your striped configuration.

A striping volume will not mount unless all the partitions configured in
the volume are present at system start-up. If any of the partitions are
missing, the volume will have a status of Partition Missing.
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4. Weighted Striping

Weighted Striping volumes are made up of two (or more) partitions on 2
different SCSI buses which are unequal in performance (5 MB/S and 10
MB/S or 20 MB/S). Weighted striping is specific to Power computers with
dual SCSI buses, or Power computers with an internal 10MB/sec SCSI bus
and an installed PCI SCSI accelerator card. The faster SCSI bus’s devices
will receive twice as much partition space allocated when creating a
weighted partition. A weighted striping partition will have up to 50% higher
transfer performance than conventional striping across the higher speed and
the slower speed SCSI buses.
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Chapter 2: 
Installation

What Do I Need to Get Started?

In addition to this manual, the SoftRAID package contains:
• The SoftRAID application, used for creating, deleting or rebuilding

volumes, can be placed anywhere on your hard drive
• A system extension called SoftRAID Monitor. This extension belongs in

the Extensions Folder.
• A SoftRAID Read Me file which contains late breaking news and

information.
If you have a PCI SCSI accelerator, SoftRAID will automatically make

any attached disks available for creating RAID partitions.

Hardware and software requirements

System requirements - To use Conley Soft RAID you must have:
✓ A Power Computing computer with at least 8 MB of RAM
✓ Mac OS 7.1 or later (7.5.3 for larger than 4GB volumes)
✓ 2 or more disk drives which can be used to create RAID volumes
✓ Virtual memory should be turned off
✓ Recommended: A PCI Wide SCSI adapter card with high performance

Wide SCSI drives
✓ 32 bit addressing must be enabled (This is built into all Power

Computing computers), and Modern Memory Manager should be
enabled. 

✓ The SoftRAID application uses approximately 400K of RAM. 

Important disk drive information

▲CAUTION For safety, you should re-initialize all disks on which you
will create SoftRAID volumes. Be sure to back up your data first, as

initializing erases all existing data on a disk. 

✔NOTE There is a quick initialize option when formatting disks. Select
this option only with new or known good drives. Low level formatting

will ensure all disk drives are at peak performance and reliability

Disk drives are important components of SoftRAID. When setting up the
SoftRAID volumes on your computer, remember the following requirements
regarding your disk drives.
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Compatibility - It is important to verify the compatibility of your hard
disks before storing valuable data on them with SoftRAID. Most SCSI-1 and
practically all SCSI-2 hard disk drives made by reliable vendors will work
properly with SoftRAID. If you are not sure about your disk drives, contact
the disk manufacturer and ask if the product has any known problems when
initialized with RAID software such as the SoftRAID program.

Removable media- SoftRAID is compatible with most removable media
devices, although using RAID with removable media is not recommended

Turning disks on and off - A SoftRAID mirrored volume protects data
from loss due to a hard disk failure. Never turn off or disconnect a disk that
is in use. This may corrupt data, cause the computer to freeze or even
damage the disk or computers SCSI port. As always, do a proper shutdown
from the Special menu before turning off disks.

Plan your system - Before you create SoftRAID volumes on your
computer, create a worksheet which you can use to plan how you will use
SoftRAID to manage your data. With a data management plan, creating
SoftRAID volumes will be an easier and simpler process.

◆WARNING Other formatting software cannot modify SoftRAID
partitions or SoftRAID volumes. Never use another formatting utility to

attempt to remove or resize volumes. If you want to remove volumes on
SoftRAID disks, use the SoftRAID program.

How To Install the Software

Installing SoftRAID Software
You need to install the SoftRAID Software program on your start-up disk.

If you purchased a preconfigured Power Computing RAID kit, then
SoftRAID is already on your computers start-up disk. Refer to Chapter 3 for
more information on how to modify your existing SoftRAID partitions.

Your start-up disk does not need to be initialized with SoftRAID unless
you plan to create mirrored or striped volumes using the start-up disk.
Otherwise, you can simply copy SoftRAID onto your start-up disk and use
SoftRAID to control and monitor SoftRAID volumes on the other disks
connected to your computer.

If you will be creating SoftRAID volumes on your start-up disk, you will
need to initialize your start-up disk with SoftRAID by following the
instructions in Chapter 3, “Initializing Your Start-up Disk”. 

Step 1: (non PowerPC based Macintosh computers) Make sure 32 bit
addressing is enabled. Open the Memory Control panel (it resides in the
Control Panels folder within the System Folder) and select 32 bit addressing.
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An Overview of SoftRAID Mirrored Volumes

Before using SoftRAID to set up mirrored volumes keep a few things in
mind:
• A mirrored volume consists of two parts, the primary and mirror partitions,
and these partitions 

 

must reside on different disks.
• A mirrored volume reads data from the primary partition; for best
performance, that partition should reside on the faster of the two disks.
• There can be no more than 16 SoftRAID volumes per computer. 
• SoftRAID allows up to 8 partitions per disk; both stripe and mirror
partitions can reside on the same disk.
• For best performance, use a PCI Fast/Wide or Ultra/Wide SCSI adapter.
This will allow your system to run 2 to 4 times faster.

What users connected
to your server see

Disk 1 Disk 2

Primary Mirror

If your volume is mirrored…

SoftRAID writes 
the same file
simultaneously 
to both disks.

How data is stored on
a Mirrored volume.



✔NOTE Modern Memory Manager should be enabled. If Modern
Memory Manager is turned off, disk performance will suffer. Power

Computing computer owners may skip Step 1 as 32 bit memory addressing
is the only mode available on these machines. 

✔NOTE The use of virtual memory heavily degrades the performance
of SoftRAID. To ensure highest performance and compatibility, turn

Virtual Memory off by deselecting that option in the Memory control Panel.

Step 2: Drag the SoftRAID Monitor extension onto the icon of the
System Folder. A dialog box will ask if the files should be placed into the
Extensions folder. Click the OK button to proceed.

Step 3: Copy the SoftRAID application from the Conley Installation
Diskette into any folder on your startup disk. 

Step 4: Reboot your Macintosh computer. You are now ready to use
Conley SoftRAID.

✔NOTE 
Back Up Your Data
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➔Even after a volume is mirrored and especially when it has been
striped, it needs to be backed up. Back up on a regularly
scheduled basis, and you can considerably reduce the amount of
time lost to intentional or unintentional file deletions, coffee
disasters, catastrophic accidents such a mirrored disks on a
mutual suicide pack, malfunctioning software, and last but not
least, theft. Back up your data.

Backups should be made using removable media such as
Digital tape or high capacity removable SCSI devices. Use
multiple tapes, rotate these tapes daily and replace them regularly.
Archives of your data should be stored off site on a regular basis.
A small investment in proper backup planning is a small price to
pay considering the total investment in your companies data.

A good backup scheme will also include a hard-copy record of
the contents of your computer. It should include a short
description of each volume and the SCSI ID numbers of the disks
holding those volumes. Create a planning sheet for your system as
your hard-copy. This paper copy is your reference if and when
your computer crashes. This will make it much easier to restore
your data.



2-5Conley SoftRAID for Power Computing

An Overview of SoftRAID Striped Volumes

Before using SoftRAID to set up striped volumes keep a few things in mind:
• A striped volume can have two or more partitions, each on a different disk.
• A stripe partition must be at least 10 MB. For example, in a 2 GB striped
volume with four disks, each partition is 500 MB.
• SoftRAID by default makes the largest possible size available; you can
change the size as needed.
• SoftRAID allows up to 8 partitions per disk; stripe and mirror partitions can
reside on the same disk.
• A system can have a maximum of 16 SoftRAID volumes.
• For best performance, use a PCI Fast/Wide or Ultra/Wide SCSI adapter.
This will allow your system to run 2 to 4 times faster.

What users connected
to your server see

Disk 1 Disk 2 Disk 3

Stripe 1 Stripe 2 Stripe 3

If your volume is striped…

SoftRAID saves the file as
“stripes” spread over 2-4 disks.

How data is stored on
a Striping volume.



Getting Started

Chapter 3 will describe how to create volumes using SoftRAID. If you
should encounter problems, please refer to Chapter 4 for troubleshooting
procedures.

✔NOTE If you are using third party SCSI adapter cards, verify that the
SCSI adapter DOES NOT install its SCSI driver onto the drives.

Refer to the card manufacturer’s documentation for instructions on how to
disable this function.

✔NOTE If you are trying to use SoftRAID for the first time with
previously formatted drives, it is possible that you may need to boot

your computer with the drives powered off, then power on the drives and let
them spin up before launching SoftRAID. This is necessary because some
third party disk driver software is not compatible with SoftRAID. See
Chapter 3 for information on installing the SoftRAID driver in the place of
third party drivers.

SCSI Adapters

SoftRAID automatically scans all available SCSI buses, and finds the
drives attached to these buses. SoftRAID supports all built-in SCSI buses,
including internal and external SCSI ports. Third party PCI-based SCSI
cards that conform to the Apple 4.3 SCSI Manager specification are
compatible with SoftRAID. Most SCSI adapters now support the Fast/Wide
SCSI standard. Using Wide SCSI drives, up to 15 devices can be placed on
a single SCSI bus.

SoftRAID automatically supports multiple SCSI adapters.
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Chapter 3:
Creating SoftRAID Volumes

This chapter provides instructions for creating volumes with
SoftRAID. SoftRAID allows you to create mirroring (RAID level 1),
striping (RAID level 0) and standard Mac volumes. Multiple volumes

of different types can be created on the same group of disks. SoftRAID
works the same whether disks are attached to the built-in SCSI ports or to
installed SCSI adapter cards.

Disk Preparation

Before you can use SoftRAID on a disk, you must prepare the disk by
either initializing it with SoftRAID or installing a SoftRAID driver onto the
disk.

▲WARNING The SoftRAID disk initialization process erases all data
on the disk. Make sure that you have backed up all your valuable files

onto another disk or other media.

Launch SoftRAID from the SoftRAID floppy disk, or from your start up
disk. The Setup window opens
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How to Prepare disks for use with SoftRAID 

The disks you use will belong to one of three categories:
1. The disk is brand new, and there are no volumes yet defined on the

disk. You can easily determine if this is the case by clicking the mouse on the
disk entry to select it. If no arrows are drawn from the disk to any items in
the volume (leftmost) column, then there are no volumes defined on the
disk.

2. The disk has already been partitioned (i.e. one or more Macintosh
volumes have been allocated on the disk), and you wish to erase the existing
volume definition(s) to gain space for the new volume.

3. The disk has defined volumes, but there is still free (unallocated)
space, and it is the unallocated space that you wish to use for the volume.

If item 1 is the case, and/or the disk you wish to use has a red question
mark in its icon, you must either initialize the disks with SoftRAID, or install
the SoftRAID driver on the disks before including them in an array. 

If item 2 is the case, some or all of the existing volumes may be deleted. If
there are multiple Macintosh volumes on the disk, and you want to leave
one or more of them intact while using another portion of the disk for the
mirroring volume, DON’T use the Initialize command. Instead, use the
Delete command in the Volume menu to delete those volumes that you don’t
want. This will free the space previously occupied by the volume, while
leaving the other volumes alone.

▲CAUTION Before deleting any volumes, make sure any information
in the volume is backed-up.

If item 3 is the case, you are ready to follow the instructions in this
chapter. Before you begin, verify that you have sufficient free space on which
to create a new volume.

When you start SoftRAID, the rightmost column of the window shows all
of the disks available for use in creating a new volume. Each disk entry in
this column shows the SCSI bus to which the disk is connected, the SCSI
ID assigned to the disk, the physical capacity of the disk, and the largest free
area available on the disk. 

✔NOTE Some features in SoftRAID are disabled while SoftRAID is
creating or rebuilding mirrored volumes. You can not add or delete

other volumes. Also, while another volume is rebuilding, you cannot rebuild
a second volume. However, you can use the rebuilding volume, quit the
SoftRAID application, or even restart the computer at any time, and the
rebuilding process will continue where it left off.
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Installing the SoftRAID Driver

You need to install the SoftRAID driver before you can use the disk for
creating mirroring or striping volumes. If you attempt to create a mirroring
or striping volume with a disk formatted by other software, you’ll be asked if
you want to replace the driver.:

Step 1: Click the disk in the Disks list on which you want to install the
SoftRAID driver.

Step 2: Select Install Driver from the Disk menu.

Click on OK and SoftRAID will install the driver onto that disk. 

✔NOTE Some third party drivers do not leave enough room for the
SoftRAID driver to be installed without initializing the disk. If this is

the case, you will be prompted. If this occurs, just follow the instructions for
initializing a disk in order to use it with SoftRAID.

✔NOTE If the SoftRAID driver is already installed on that disk, the
Install Driver menu item will be replaced by Update Driver. Update

Driver is only necessary if you receive a new version of SoftRAID.
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Initializing a disk for use with SoftRAID

Highlight the target disk in the Disks column; then choose Initialize from
the Disk menu. Choose between Quick Initialize and Low Level Format. Be
aware that either option will erase all the data on the disk. (A Low Level
Format is preferable, although it may take an hour or more.)

Initialization erases the volume, so the volume no longer appears in the
Volumes column, and in the Disks column, the icon has changed to
represent a disk initialized with SoftRAID.

▲WARNING While SoftRAID can install the SoftRAID disk driver
over the disk drivers of most initialization (formatting) software, it is

always preferable to create a fresh partition map with the SoftRAID
initialization process. This will ensure maximum reliability of your system.
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What You See on your Computer

SoftRAID volumes appear on your
desktop as you are used to seeing
other types of volumes. SoftRAID
icons are unique to show the
type of volume you have.

if a problem occurs while 
SoftRAID is running, a
SoftRAID icon flashes 
in the Apple ( ) menu.
OR 
in the applications menu.

Standard Macintosh
volume (disk initialized
with SoftRAID)

Mirrored volume

Striped volume

Standard Macintosh
volume (not initialized
with SoftRAID)



How to Create a New Mirrored Volume

This section describes how to create a new Mirrored volume with
SoftRAID. If you already have a volume that you wish to Mirror, read the
section “Creating a Mirrored Volume from an Existing Volume.” 

A Mirrored volume utilizes two disk partitions to maintain two identical
copies of the volume. The same amount of disk space is required for each
disk partition. For example, suppose you were setting up a Mirrored volume
in which one of the disks was an 800 megabyte disk and the other was a 500
megabyte disk. The largest Mirrored volume you could create is 500
megabytes, using a 500 megabyte partition on each disk. In this example, the
800 megabyte disk would have 300 megabytes remaining for use with
another volume.

Step 1: Launch SoftRAID, and verify that at least two available disks
appear in the Disks column. If a disk has a question mark over the icon, or
shows a “invalid partition map” message, you need to install the SoftRAID
driver and/or format the disk before continuing. (See Disk Preparation.)

Step 2: Select “New...” from the Volume menu, or shift-click on the two
disks in the Disks list you wish to use and drag them to a white area in the
Volume list.

The following figure shows a disk being dragged to the volumes column.

✔NOTE For volume size, the number you type represents the size of
the desktop volume, NOT the combined disk space of the two

identical partitions. For example, a 400 megabyte Mirrored volume
consumes 800 megabytes across two disks, but the size you enter here is
400, not 800. 
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Either action will bring up the New Volume Definition window.
Step 3: Select RAID 1 - Mirror volume type from the Volume Type

menu. 
Step 4: If two disks are not already selected, shift-click on the two disks

(or free areas) to be used as the primary and mirror disks. To see partition
information, click the outline triangle to the left of the disk designation.
Note that the Mirroring volume is marked with an M.

✔NOTE If you are mirroring non-identical disks, select the disk you
know to be the slower of the two disks to contain the mirror partition.

Step 5: Name the volume in the Volume Name box. 

✔NOTE The Mac OS file system allows volumes greater than 4
Gigabytes if you use Mac OS 7.5.3 or greater. Some third party

utilities and extensions however, do not support volumes greater than 4GB.
Speed Doubler by Connectix (specifically Speed Access 1.3), will not work
with volumes greater than 4GB.

Step 6: Enter the size in megabytes you want to make the volume in the
Volume Size box. You can also click the Maximum Available button, which
enters the maximum volume size based on the disks’ free space. 

Step 7: Once you have entered all of the necessary information in the
dialog, click OK. Click the Cancel button if you do not want to create a new
volume.
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Creating a New Striped Volume

A Striping volume can be defined using two to as many as seven physical
disks. Striping requires the same amount of disk space on each disk within
the volume. As an example, suppose you were going to set up a Striping
volume across three disks, and two of the disks were 800 megabyte disks and
the third was a 500 megabyte disk. The largest volume you could define
would be 1500 megabytes, using 500 megabytes on each disk. In this case,
the two 800 megabyte disks would each have 300 megabytes free for use
with other volumes.

Step 1: Launch SoftRAID, and verify that at least two available disks
appear in the Disks column. If a disk has a question mark over the icon, or
shows a “invalid partition map” message, you need to install the SoftRAID
driver and/or format the disk before continuing. (See Disk Preparation.)

Step 2: Select “New...” from the Volume menu, or shift-click on the two
disks in the Disks list you wish to use and drag them to a white area in the
Volume list.

The following figure shows a disk being dragged to the volumes column.

Either action will bring up the New Volume Definition window.
Step 3: Select the RAID 0 - Stripe volume type from the Volume Type

pop-up menu.
Step 4: If they are not both already selected, select the disks or

partitions to be used for the striped array. Shift-click the disks to be used or
select a free partition area after expanding the view by clicking the triangles
near the disks.

Step 5: Name the volume in the Volume Name box. 
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Step 6: Enter the size in megabytes you want to make the volume in the
Volume Size box. Type a number for the volume size or click on the
Maximum Available button, which will enter the maximum volume size
based on the selected disks’ free space.

✔NOTE The Mac OS file system allows volumes greater than 4
Gigabytes if you use Mac OS 7.5.3 or greater. Some third party

utilities and extensions however, do not support volumes greater than 4GB.
Speed Doubler by Connectix (specifically Speed Access 1.3), will not work
with volumes greater than 4GB.

Step 7: If you wish to change the stripe unit size, click in the Stripe
Unit Size – Blocks box and type a value. The default value is 100, which will
provide good performance for a wide variety of typical user activities. See
Chapter 6 “Performance Tips for Experts” for additional information about
optimizing striping performance.

Step 8: Once you have entered all of the necessary information in the
dialog, click OK. Click the Cancel button if you do not want to create a new
volume.
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Creating a New Macintosh HFS Volume

This section describes how to create a standard Apple Macintosh volume
using SoftRAID. A standard Apple Macintosh volume is one disk partition.

Step 1: Launch SoftRAID, and verify that an available disk appears in
the Disks column. If a disk has a question mark over the icon, or shows a
“invalid partition map” message, you need to install the SoftRAID driver
and/or format the disk before continuing. (See Disk Preparation.)

Step 2: Select “New...” from the Volume menu, or click on the disk in
the Disks list you wish to use and drag it to a white area in the Volume list.

The following figure shows a disk being dragged to the volumes column.

Either action will bring up the New Volume Definition window.
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Step 3: Select the Standard Mac volume type from the Volume Type
pop-up menu. 

Step 4: If the desired disk is not already selected, select the disk to be
used for the Mac volume. Do this by clicking on the disk to be used for the
volume, or in the expanded view, on the free area.

Step 5: Name the volume in the Volume Name box. 

✔NOTE The Mac OS file system allows volumes greater than 4
Gigabytes if you use Mac OS 7.5.3 or greater. Some third party

utilities and extensions however, do not support volumes greater than 4GB.
Speed Doubler by Connectix (specifically Speed Access 1.3), will not work
with volumes greater than 4GB.

Step 6: Enter the size in Megabytes you want to make the volume in
the Volume Size box. Type a number for the volume size or click on the
Maximum Available button, which will enter the maximum volume size
based on the disks’ free space. 

Step 7: Once you have entered all of the necessary information in the
dialog, click OK. Click the Cancel button if you do not want to create a new
volume.
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An Overview of Creating SoftRAID Volumes

1 Backup
all data to
a reliable
backup
device.

3 Restore
your data to
the newly
created
SoftRAID 
volumes.

2 Initialize disks
with SoftRAID
and create the
desired volumes
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Preparing your start-up disk for use with SoftRAID (optional)

Follow this procedure if you want to use your start-up disk as part of a
Mirrored or Striped volume. 

Step 1: Back up all of your files and copy SoftRAID to a floppy disk

▲WARNING The SoftRAID disk initialization process erases all data
on the disk. Make sure that you have backed up all your valuable files

onto another disk or other media.

Step 2: Start up your Power Computing computer from the Mac OS
System software CD-ROM by inserting the Mac OS boot CD and holding
down the Command-Option-Shift-Delete keys while starting the Computer.
This ensures that the system software starts up from the CD-ROM.

Step 3: Insert the SoftRAID floppy disk and launch SoftRAID.
The Setup window opens

Step 4: Highlight your Computer’s start-up disk in the Disks column;
then choose Initialize from the Disk menu. Select Quick Initialize or Low
Level Format. Be aware that either option will erase all the data on the disk.
(A Low level Format is preferable, although it may take an hour or more.)

Initialization erases the volume, so the volume no longer appears in the
Volumes column, and in the Disks column, the icon has changed to
represent a disk initialized with SoftRAID.

Step 5: Select your start-up disk in the Disks column and choose New
from the Volume menu. The Create New Volume dialog box appears, with
your selection highlighted.
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Step 6: Choose Standard Macintosh HFS from the Volume Type pop-
up menu (or whatever style volume you wish to create). Enter in the
appropriate size for the boot partition. (Usually double what you currently
require for a System partition to allow room for expansion.) The remaining
space on this disk is available for RAID Volumes.

Step 7: Name the volume in the Volume Name box. 
Step 8: Set the size of your start-up volume by entering a number in the

Volume Size box.
For your start-up volume, it’s a good idea to take the current size of your

System Folder and System related files and double it to allow space for
future additions of fonts, system extensions, and so forth.

✔NOTE It is recommended that the System Folder be on a separate
volume from applications and data. This will help prevent a System

crash from corrupting data.

Step 9: Click OK to create the volume.
The process typically takes less than a minute, When the process is

complete, an icon for the volume appears on the desktop and an entry for
the new volume appears in the Volumes column in the Setup window.

Step 10: Restore the System files into your new SoftRAID volume that
you want to reside there. The remaining free space on your disk is available
for other SoftRAID partitions. 

You may want to apply the protection of a mirrored volume to your start-
up volume. You can do this at any time, without shutting down or restarting
your server, by using the Create Mirrored Volume command. See “Creating
a Mirror from an Existing Volume” in the next section.
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Creating a Mirror from an Existing Volume

Background

SoftRAID allows you to build a mirrored volume from an existing
Macintosh volume without erasing the volume’s data. For example, if you
have a 500 megabyte partition filled with data on a disk mounted inside the
Mac, you can add a second, external disk of equal or greater size and build a
mirrored volume. Your data will be copied from the original, “primary” disk
to the “mirror” disk, and, once the copy is complete, the mirrored volume
will be fully fault-tolerant. During the build process, you can continue to
access the volume, so system down-time is avoided. 

Follow these steps to create a mirrored volume from a standard
Macintosh volume. The Macintosh volume to be Mirrored can be one
created by another formatting utility. If another disk formatting utility was
used, the SoftRAID driver must be installed. (Please see Disk Preparation)

✔NOTE You cannot create a mirror from a volume that cannot be
unmounted. This includes the start-up volume and the volume which

is used to run the SoftRAID application.

Step 1: Launch SoftRAID and select the volume from the Volume list
for which you want to create a Mirrored volume.

Step 2: Select Create Mirror from the Volume menu.
The Select Mirror Disk dialog will appear, showing a list of available

disks, their partitions and their free space areas. 

Step 3: Select a disk or free area to be used for the mirror. Clicking on
the outline triangle gives a view of the free areas that can be used for the
mirror. Click OK when selection is made.

✔NOTE The mirror disk must contain a contiguous free area at least as
large as the partition on the primary disk.
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Step 4: Choose a Build rate by sliding the two bars up or down (see
figure below). The rebuild rate determines the speed at which the mirror is
created. The Mirrored volume will be created when you click Rebuild.

✔NOTE Selecting higher I/O rates and I/O sizes will improve Rebuild
times at the expense of computer performance during Rebuild.

The building of the Mirrored volume will begin immediately; a progress
bar will show in the Volume entry of the Volume list.

This volume can be used while the Rebuild process is taking place. You
may quit SoftRAID at any time and the volume will continue to build the
mirrored volume in the background.
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Chapter 4: 
Rebuilding Volumes and 
Problem diagnosis

One fact of computer life is that at some point a disk drive will fail.
Always have in place a sound backup and archive strategy. If the
worst happens, your data is probably much more valuable than you

realize! Your backup or archive may become necessary. Always keep backups
on multiple tapes so that if a restore operation fails, you have another tape
(or disk) with which to restore. Remember no hardware based failsafe
solution will save you from application or System related data loss.
Rebuilding data on a Mirrored Volume
If an error occurs on a primary or mirror partition of a mirrored volume, you
will be notified by the SoftRAID Monitor. If either the primary or the mirror
partition fails, the mirroring volume will also have a “failed” status.
SoftRAID will beep and then flash the Apple Menu to notify you of the
problem.

◆WARNING Booting with one disk of a mirrored pair powered off
causes the powered-off disk to be marked as failed. It will have to be

rebuilt before normal mirroring will occur again.

Step 1: At the first indication of trouble, immediately launch SoftRAID.
Check the status of all volumes. In the volume list, the status of the partition
is shown as below.

You will see a status of either Failed or a status of Out-of-Sync.
A volume entry (in the Volume list) and disk entry (in the Disk list) which

correspond to the failed mirrored volume will be blinking. Depending on the
cause of the failure, you may be able to rebuild data immediately. 

✔NOTE If your mirrored volume shows an out of sync status, you may
not have a hardware problem. It is possible that your system crashed

or was turned off without a proper shutdown. If this happens, SoftRAID
cannot guarantee that the same data has been written to both drives.

Step 2: Click on the failed (blinking) volume to select it; links will be
drawn outward to its related partitions and disks.
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✔NOTE If a volume fails more than once, it’s a good idea to power off
the Mac and disconnect the suspect drive. The drive should be

checked for problems such as a bad SCSI cable, loose connections, or a
controller failure. To perform a rebuild without first checking a drive that
has repeatedly failed will cause the same (perhaps faulty) area of disk to be
re-used for the newly-built volume.

✔NOTE If the application senses that the failed disk is not present, the
icon corresponding to the good disk will be blinking. If the application

finds the failed disk then the failed disk will be blinking. The status of the
volume in this case is “Failed/primary missing” or “Failed/mirror missing.”
Selecting “Show Partitions” from the disk menu or clicking the icon at the
top right corner of the SoftRAID main window will show the partitions.

Step 3: Select Rebuild from the Volume menu.

If SoftRAID detects the original partition, the above dialog box appears.
Click Rebuild in order to use the original disk partition. To select a new
partition for your Mirrored volume, select Rebuild to.

Step 4: If you select Rebuild go to step 5. If the failed disk is not
detected by SoftRAID, or if you select the Rebuild to option, you must select
a disk to use for the newly rebuilt mirror (see figure). Select the desired disk
or free area by clicking the disk (or the original mirror partition in the
Expanded Display). Click OK when done.
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Step 5: After the Volume Rebuild Parameters window appears, adjust
the sliders to modify the rebuild I/O rate and I/O buffer size. The default
settings are usually sufficient. Click the Rebuild button to start the rebuild.

✔NOTE Selecting higher I/O rates and I/O sizes will improve Rebuild
times at the expense of overall computer performance.

The rebuild progress is shown by a bar graph in the SoftRAID window.
Step 6: You may now close the SoftRAID application, or even restart

your machine. The rebuild will continue automatically after the machine
starts up.

✔NOTE You don’t have to wait for the rebuild to finish before you start
to use the volume again. The rebuild runs asynchronously in the

background while other processes are operating, and will keep the two
mirrored disks “in sync” even if you write new data onto the disk while it is
rebuilding.
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Split Mirror

If you’d like to recover the space used by a mirror volume, you may split
the mirror, thereby gaining a second volume that is an exact copy of the
original mirror. 

Step 1: Click the mirrored volume you wish to split.
Step 2: Select Split Mirror from the Volume menu.

✔NOTE By splitting a mirror volume, you now have two separate
partitions with identical data. Both volumes are now standard

Macintosh volumes.

Ping Disks

If you have several disks on your Macintosh, you may forget which disk
corresponds to which bus and/or SCSI ID number. SoftRAID allows you to
“ping” the disks in the disk list. You can then look at the disk’s access
indicator light (which is usually available on external disks) to know which
physical disk is associated with which disk in the Disks list.

To “ping” a single disk, click the disk in the Disk list and watch the
indicator lights on your disks. The disk that lights corresponds to the disk
you clicked in the list.

Delete Volumes

Deleting a volume causes the disk space associated with that volume to
be reclaimed, creating a free partition. 

◆WARNING This command will permanently erase all of the data on
the volume!

Step 1: Click the volume in the Volume list. 
Step 2: Select Delete from the Volume menu. 
Step 3: When prompted, Click OK to delete the volume, or Cancel to

keep the volume and escape to the main window.
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Initialize Disks

Initializing a disk is useful when the directory structure has been
damaged, or when bad areas on the disk are encountered. Initializing builds
a new directory structure on the disk. A low level format is a more
comprehensive form of initializing, which adds any bad blocks encountered
to a defect list; the defect list is maintained so that data won’t be written to
those blocks in the future. 

◆WARNING Initializing or formatting a disk will permanently erase the
data on the selected disk!

Step 1: Click on a disk in the Disk list.
Step 2: Select Initialize from the Disk menu.
Step 3: Select Quick Initialize or Low level Format to initialize the disk,

or Cancel to skip the format and escape to the main window.

✔NOTE The low level Format command can be used to verify the
functionality of a disk. If a disk completes a format successfully, the

disk is most likely in good working condition. This command is useful for
repairing a disk with too many bad blocks, as it remaps the entire disk block
structure and allocates a new set of spare blocks. Using the initialize
command clears the disk’s partition map structure. This may be necessary if
the partition map is corrupted or incompatible with SoftRAID. Remember
that a low level format can take an hour or more.
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Install Driver

If your disk has been formatted with any software other than SoftRAID,
you will need to replace the driver before you can use the disk for creating
mirroring or striping volumes. If you attempt to create a mirroring or striping
volume on a disk formatted by other software, you’ll be asked if you want to
replace the driver. You may also replace the driver manually:

Step 1: Click the disk in the Disks list on which you want to install the
SoftRAID driver.

Step 2: Select Install Driver from the Disk menu.

✔NOTE If the SoftRAID driver is already installed on that disk, the
Install Driver menu item will be replaced by Update Driver. Use

Update Driver if you receive a new version of SoftRAID with instructions
from Conley to update the driver.
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Chapter 5: 
Reference 

This is the main SoftRAID window.

Show Partitions

Selecting ‘Show Partitions’ from the Disk menu expands this window to
show the partitions that are stored on the hard drives. You can also click the
icon located in the upper-right corner of the window to show or hide the
partition list. In normal use, you won’t need to see the Partition list. Below is
the main window in expanded mode.
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The Disks List

The scrolling list named Disks on the right side of the window shows all
SCSI disk drives attached to the computer’s SCSI buses. This list is
generated from a bus scan by SoftRAID when it launches. If a drive is not
connected properly to the bus or if a drive is not functioning properly, it will
not appear in this list, even if the drive was previously configured in a
volume. The list is sorted by bus number and SCSI device ID number. 

The first line of each item identifies the device’s SCSI bus, SCSI target ID
number, and the SCSI logical unit number for logical units other than “0.”

✔NOTE For computers with a single native SCSI bus, such as the
PowerTower, PowerCenter or PowerCurve, bus A is the internal bus

and bus B will be the SCSI accelerator card, if present. For Power
Macintosh computers with two SCSI buses, such as the PowerTower Pro
and the PowerWave, bus A is the internal SCSI bus and Bus B is the built-in
external bus. If these computers have a SCSI accelerator card installed,
those SCSI buses will be designated Bus C, Bus D, etc.

The next line shows the size of the disk and the third line shows the
amount of free space on the disk. Note that the free space is actually the
largest contiguous free space on the disk; if you deleted volumes in the
middle of a disk, leaving a gap between areas of free space, you will have to
create multiple volumes to utilize all the capacity of the disk. The middle
column of the expanded view, the Partitions window, shows where a disk’s
free space is located.

To select a disk from the Disk list, simply click anywhere inside a
rectangle in the Disk list. If volumes are stored on this disk, then they will be
highlighted and links will be drawn to all the partitions and associated
volumes. The arrows point outward from your selection. The figure below
shows a selected disk while the window is in the standard “contracted”
mode.
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The Volumes List

All Macintosh disk volumes are listed in the scrolling Volume list. These
volumes are what you see mounted on the desktop. SoftRAID displays both
normal Mac volumes and SoftRAID disk array volumes. 

Select volumes the same way you select disks: click in the rectangle
surrounding the disk icon. Links are automatically drawn to the partition(s)
which make up the volume and to the physical disks where the partitions are
stored. 

The volume’s icon is displayed next to a description of the volume.
The volume’s name is listed in the first line. 
The second line contains the volume type—either “Standard Mac,”

“RAID 0” (striping) or “RAID 1” (mirroring). The second line also shows the
volume’s size in megabytes or gigabytes.

The third line shows the status if the volume is a mirror, or it shows the
SCSI ID if the volume is a Standard Apple Macintosh type. For striping
volumes, it shows the number of partitions the striping volume uses.

The Partitions List

SoftRAID builds the partition list when the program is launched or when
you select “Re-Scan SCSI Buses” from the Drive menu. 

Select “Show Partitions from the Drive menu or click the icon in the
upper right corner of the SoftRAID main window to expand it to show the
partition list in the center column.

This is a list of all partitions that have been created on the disks. A normal
Apple Macintosh volume has a one-to-one relationship with its partition; a
disk array volume, however, consists of multiple partitions grouped together.

The first line of each partition entry shows the size of the partition in
Megabytes or Gigabytes.

The second line shows the size of the partition in disk blocks. A SCSI
block is equal to 512 bytes for most disks.

The third line displays the starting block number of the partition, thus
giving you an idea where the partitions are physically stored on the disk.
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✔NOTE Partitions of free space are not shown. The description “free”
denotes the maximum available space for a volume, NOT the total

free space on a disk! This is because partitions can be created from
contiguous free space only.

Clicking in the list will select an individual partition and will highlight
that partition. Links are drawn from the selected partition to volumes and
disks affiliated with the partition. 

✔NOTE A partition is always linked to one disk and one volume. A
volume can be made up of multiple partitions.

Partitions

SoftRAID can create five different kinds of partitions:

1. Standard Macintosh (HFS)
A Standard Macintosh volume is made from only one partition, and is

called an HFS volume. Standard Macintosh partitions created with
SoftRAID are identical to those created with Apple’s HD SC Setup program
or any Mac OS disk drive formatting software. 
2. Striping

Striping partitions are the individual “pieces” that make up a striping
(RAID level 0) volume. Two to seven identical-size striping partitions are
combined in a striping volume.
3. Weighted Striping

A Weighted Striping partition is identical to a Striping partition. A
Weighted Striping volume consists of unequal sized Striping partitions.
Weighted Striping optimizes performance for volumes created with two
different speed SCSI buses. One weighted partition is twice the size of the
other so that partitions on the the faster SCSI bus receive twice the data.
4. Primary

A primary partition is one of the two partitions in a mirroring (RAID level
1) volume. The primary and mirror partitions of a mirroring volume are of
identical size and contain identical data. The SoftRAID SCSI driver sends all
read I/O requests to the primary partition.
5. Mirror

The Mirror partition is the second partition in a mirroring (RAID level 1)
volume. It is the same size and has the exact same data as the primary
partition. If the primary partition’s status is optimal, than the mirror partition
does not receive read I/Os.
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Volumes

Volumes are sets of one or more partitions. SoftRAID uses this term to
define mountable Macintosh volumes—the ones you see on the desktop.

This section describes the differences between SoftRAID volumes and
additional details about SoftRAID RAID levels.

Mirroring (RAID level 1 Array)

A mirrored volume consists of two partitions located on two different
disks. In a mirrored array, all write requests to the volume will be duplicated
on the mirror disk, thus automatically creating two copies of the volume. In
the event that one of the disks in a mirrored pair fails (or the SCSI cable
connected to the disk is damaged, or the disk is powered off, etc.), then the
SoftRAID driver will automatically use the remaining “good” disk for all I/O,
thus insuring that processing can continue even if a disk is unavailable.

The SoftRAID driver and SoftRAID application track the status of both
Mirrored volumes and their individual partitions. Selecting “Show
Partitions” from the Drive menu allows you to view the individual partitions
and their statuses.

Striping (RAID level 0) Array

A Striping volume uses as few as two or as many as 7physical disks. All
reads and writes to and from a striped volume are split across one or more of
the disks making up that striped volume. This striping relationship
considerably boosts the throughput of that volume, because multiple
accesses can occur simultaneously.

A Striping volume has no redundancy. If any of the drives used in the
striped volume are unavailable to the system, then the entire volume will be
unavailable and will not mount on the desktop.

Within the SoftRAID implementation of Striping, the same amount of
disk space is used on each disk within the volume. For example, if you set up
a Striping volume across three disks, two of which are 800 megabyte disks
and the third a 500 megabyte disk, the largest volume you could define
would be 1,500 megabytes, using 500 megabytes on each disk. In this case,
the two 800 megabyte disks would each have 300 megabytes free for use as
other volumes.
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Weighted Striping 

This is a useful feature only if you intend to stripe devices across a standard
SCSI bus and a faster one. However, keep in mind that it is much better to
stripe across two PCI Wide drives than use weighted striping for one of the
devices. Weighted striping will give you a small performance gain over a
single drive on a faster bus, but you will gain a much more significant level
of performance with all devices on the fastest possible bus.

Standard Macintosh HFS

Standard Macintosh HFS volumes are exactly like any other volume you
are used to working with. 

What the Icons Mean

A mounted SoftRAID volume displays one of the following icons:

A disk picture with a standard SCSI diamond represents a Macintosh HFS
volume. The disk picture with a striped SCSI icon denotes a striping volume.
The disk picture with a “mirrored” SCSI icon is used with mirroring
volumes. 

The Delete Command

The Delete command changes the partitions that make up the volume to
free space areas.

If you delete a volume which has a partition in the middle of a disk, a gap
of free space will remain. Because of this, it is possible to end up with
multiple free space areas on a disk following volume deletion. To utilize the
available free space, you would need to create multiple volumes.

Unmount Command

Conley’s SoftRAID driver automatically mounts all available volumes at
boot time. You can unmount a SoftRAID volume either by dragging its icon
to the Trash (recommended), or by clicking a volume in the volume list and
selecting Unmount from the Volume menu.

✔NOTE If AppleShare is running or if File Sharing is turned on, a
volume can’t be unmounted except by dragging its icon to the trash.
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Mount Command

To mount an unmounted volume, select it in the Volume list, then select
Mount from the Volume menu.

Its icon should immediately appear on the desktop.

✔NOTE SoftRAID will not mount volumes which have been created by
a format/partitioning utility other than SoftRAID.

Split Mirrors

Because a Mirrored volume is actually two identical partitions, a mirrored
volume uses up twice as much disk space as a standard Macintosh volume.
If you would like to recover the space used by a mirror volume, you may split
the mirror, thereby gaining a second volume that is an exact copy of the
original mirror. The disks are no longer in sync, however; any data written to
one of the disks will not be written to its former “partner.”

The volumes created by splitting a mirror are standard Macintosh HFS
volumes.

Install/Update Driver

SoftRAID requires its own driver to be installed onto your disk. A disk
driver is a set of instructions that tells the disk drive how to communicate to
the computer. You may install the SoftRAID driver by selecting Install Driver
from the Disk menu. 

If the SoftRAID driver is already installed on your disk, Update Driver
will appear in the Disk menu. You needn’t use Update driver unless you
receive a new version of the SoftRAID software from Conley, along with
instructions on how to update the driver on your disks.

Initialize Command

◆WARNING Initializing a disk will permanently erase the data on the
selected disk!

SoftRAID supports two initialize options, a “Quick Initialize” option
which erases the first 100 blocks of a disk only, and a “Low Level Format”
which will format the entire disk. The Quick Initialize command can be used
when you are certain the disk is in peak condition and just need to clear the
disk’s partition map structure. This may be necessary if the partition map is
corrupted or incompatible with SoftRAID. A Low Level Format is useful for
repairing a disk with too many bad blocks, as it remaps the entire disk block
structure and allocates a new set of spare blocks.
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The Low Level Format command can also be used to verify the
functionality of a disk. The best time to do this is in the case of a Mirrored
partition failing. If a disk completes a format successfully, the disk is most
likely in good working order. 

Mode Parameters

For those users with an advanced, in-depth understanding of disks, the
following Mode Parameters have been included in the Disk menu.

◆WARNING Because of the potential for impaired performance and
data loss, do NOT edit any of these parameters unless you fully

understand the consequences of doing so. If you do not fully understand the
function of a mode parameter, then don’t change it!

Write Cache Enabled

When Write Cache Enabled is checked, data is not written immediately
to the disk, but rather saved in a disk controller RAM cache. While this
substantially improves disk access times, it is slightly more risky in the event
of a power failure. A file that you saved may have not have made it to the
disk, as it was temporarily stored in cache waiting to be written to the disk.

In the real world, however, when there is a power or component failure,
data loss will occur. If a file is lost, a file is lost! The only situation where you
will lose more data with write cache turned on (that you wouldn’t have lost
with write cache turned off) is power loss during a series of writes.

✔NOTE If your application is exclusively performance based, such as
digital video, digital editing, etc, and you need to maximize

performance, then this option must be turned on. 

✔NOTE If you have a mission critical application that requires disk
mirroring and data availability, install an Uninterruptible Power

Supply (UPS). This can save you from losing data in the event of power loss.

Number of cache segments 

This is the number of segments into which the disk should divide the
cache. Different drives have different default values. Only SCSI Experts
should experiment with this feature! If your application is digital video, you
may want to experiment with reducing this value if you are creating large
files and require absolutely the highest performance. Test your system before
and after you change this mode page as every environment is different and
you could easily slow performance of your system instead of speeding it up.
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Buffer Ratios 

These numbers control when the drives reconnect to the host to send or
receive more data. The states of a disks controller buffers and when to flush
them to disk. The Buffer Full Ratio indicates how full the disk’s buffers must
get before the disk controller reconnects to the host. The Buffer Empty
Ratio indicates how empty the buffers must get before before the disk
controller reconnects to the host. Only SCSI experts should experiment with
this value. Improper settings can adversely affect performance.

Re-Scan SCSI Buses Command

Located in the Disk menu, this command searches all buses for any SCSI
devices. SoftRAID always scans the SCSI buses when it is started. 

Using this command allows the user to see newly powered-up disks
without having to quit and re-launch the application. 

After the SCSI bus scan is complete, the valid volumes, partitions and
disks will be listed in the main window. SCSI device types other than disks,
such as tape disks, printers or scanners, will not be listed. 

Conley Monitor

If you are creating mirror volumes, the Conley Monitor extension should be
installed in the extensions folder of your boot drive. It will alert you if a drive
in a mirrored volume fails by flashing the Apple Icon with a SoftRAID SCSI
Icon. 

Monitor extension periodically checks the status of mirror volumes. If it
finds a non-optimal status, it will immediately flash the Apple Icon until 
SoftRAID is loaded so that you can investigate the problem.
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Chapter 6:
Performance tips 
for experts

This chapter is designed to help expert users obtain critical extra
performance needed for high end applications. 

Note: This chapter is written for more advanced users. The extra
performance gained using some of the techniques mentioned later in this
chapter can be modest compared to the gains made with SoftRAID.

How Striping affects Performance

Seek time is reduced because the disk heads travel shorter distances.
In a 2 disk striping array for a given size volume, the seek time is reduced

since each disk head has less work to do to retrieve data. Data accumulates
in shorter bursts on each drive, and each drive has more time to accumulate
commands and pre-fetch data.

Access time is reduced in a Striping volume.
Striping Reduces access time by allowing multiple concurrent accesses in

multi-tasking environments. For example, a read command may go out to
disk #1 and before it finishes, another read will go out to disk #2. Both disks
may also be accessed simultaneously. This is called overlapped accessing.

The data transfer rate is increased by transferring data in parallel.
Striping can dramatically improve transfer rates for large I/O requests.

Most single hard disks transfer a data request, such as 512K of data, at a
rate of 2 to 5 megabytes/sec. A transfer of this size sent to a striped volume is
broken down into “n” number of smaller I/Os, where “n” is the number of
disks in the striped array. The data transfers for each I/O occur in parallel.
This increases the potential transfer rate of a striped volume to “n” times the
transfer rate of the single disk. For example, if you build a striped volume
with partitions on three disks with transfer rates of 2 megabyte/sec, the array
will have a potential 6 megabyte/sec transfer rate. 

Data throughput increases by sending data primarily to disk cache.
In applications where data is streamed to a striped set of disks, data

throughput is increased as the data is sent to the disks controller RAM
cache, and before the first disk drives RAM cache is filled, the second drive
is sent data. When the first drive completes the transfer from cache to the
disk, it is ready to receive more data. If this works smoothly, then each drive
is always accepting data in what is called burst mode. 
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Stripe Unit Size

Part of a Striping array’s performance depends upon the number of disks
in the array and the user-definable stripe-unit size. The stripe-unit size is the
number of contiguous blocks of data that are written to one disk before
switching to the next. For example, if a striping volume is created with three
disks and the stripe-unit size is set at 100 blocks, logical block numbers 0-99
would be located on the first disk, blocks 100-199 on the second, and 200-
299 on the third. Blocks 300-399 would be located back on the first disk.

SCSI disk drives are at their fastest when in burst mode, and a striping
volume’s ability to leverage burst performance is the single greatest factor in
improving performance.

An understanding of bottlenecks

A bottleneck is a component of a system that restricts performance in
some way. A bottleneck will affect the entire systems performance, as data
cannot move through the system faster than the slowest overall component.
There are two factors which affect the impact of a bottleneck, data
throughput and overhead. Throughput is like a data speed limit - no matter
what you do to other parts of your computer, the throughput of each
component limits your overall system performance. Overhead relates to the
time it takes to process commands. 

Lets use a disk drive as an example to describe how overhead affects
performance. First the host computer issues a command to read data which
is sent out to the SCSI controller, which then sends out a SCSI request to
the disk drive. This command takes an additional amount of time to reach
the drive, say around 2 millionths of a second. Now the command has finally
reached the disk drive. A disk controller has additional command overhead
of say, another 2 millionths of a second, which is the time it takes for the
controller to take action on the request. Once the disk drive begins to search
for data, it takes time for the head to get to the correct track that the data is
located on (seek time), and more time for the platter to spin around to get to
the data you are looking for (rotational latency time). Access time for a disk
drive is the total of these three delays (seek + latency + controller overhead). 

When examining a computer’s performance, there are many areas where
data throughput can be improved. Each component of a computer that
processes data has overhead, and is a potential bottleneck, affecting
performance to some degree. The goal for a high performance user is to
identify the most critical bottlenecks and eliminate them or minimize their
effect.

When trying to increase the data throughput of a system, the following
areas are very critical:
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Expansion Bus speed 

PCI is a vast improvement over NuBus. NuBus has a theoretical
maximum data throughput below 40 Megabytes per second. PCI cards, on
the other hand, have a theoretical maximum data throughput of 132
Megabytes per second. In actuality though, NuBus cards rarely achieve
anything near their rated maximum, while PCI cards can get fairly close. 

SCSI Bus speed

PCI-based, Fast/Wide SCSI-2 adapters are capable of 20 Megabyte per
second data throughput. Ultra Wide SCSI-2 adapters double this to 40
Megabytes per second. Striping data onto multiple disks helps reach the
potential data throughput of these high speed adapters.

SCSI cabling 

When SCSI speeds were restricted to 5 MB/sec, most any cables would
do. Now, with SCSI-2 Ultra Wide performance reaching 40 MB/sec, low
quality cables can be a disaster. It is senseless to spend thousands of dollars
on drives, computer and PCI SCSI adapters, only to buy cheap or unknown
quality SCSI cables. A cause of bad SCSI performance is frequently traced
to cabling and termination. Poor signal transmission will not only cause
retries, which slow down your system, but actual data corruption. Replacing
average cables with high grade cables and terminators can prevent this
potential source of corrupted files and system crashes.

Termination 

Probably the hardest part of SCSI to get right! These days, active
termination is a must. Without proper termination, data loss is inevitable.
Terminators are a special type of resistor pack which gives a SCSI chain the
“electrical illusion” that the cables are infinitely long. This prevents signal
echoes which interfere with SCSI communication. 

Termination must be present at the beginning and at the end of the SCSI
chain. On a standard Mac OS system, the first device in the SCSI chain is
terminated. An active terminator is added to the end of the SCSI chain. A
PCI SCSI adapter normally is actively terminated, so the first device is NOT
terminated, and ONLY the last device should have a terminating device. 
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Disk drive performance 

There are many different brands and models of disk drives. Comparing
the performance of disk drives is now a science, and casually looking at
specification sheets will not give you enough information. The most
commonly quoted specifications for a disk drive are access time, burst rate
and sustained data transfer rates. Access time is the equivalent to an
automobiles 0 to 60 performance, in effect, how fast can you get to where
the data is. Also important is the sustained throughput. Factors that affect
sustained throughput are the disk drives rotational speed (3600 rpm, 5400
rpm, 7200 rpm ...), latency time of the controller (how long it takes the
controller to process a command), seek time and other factors related to a
disk drives design. 

So what is the fastest disk drive? That answer changes with every release
from each drive manufacturer and depends on the application. Look for
drives which are Fast /Wide (and Ultra/Wide), have a high rotational speed
(minimum 7200 rpm) and examine specifications from there. Do not rely
exclusively upon on access times in comparing disk performance. 

High performance configurations

A standard Mac OS system has a built in SCSI-2 port and a high
performance Narrow SCSI-2 disk drive. This combination is adequate for
most businesses and casual users. Users that have higher than average
demands keep a constant vigilance for ways to make they computer system
faster. Purchasing a faster CPU is only one part of the answer. Increasing
storage performance is probably the single biggest improvement a power
user can make to a system. It is important to include a PCI bus as part of
this system. PCI is much faster than NuBus and offers exceptional
performance as compared to built in SCSI ports or NuBus SCSI adapters.

What is a High Performance Storage Configuration?

A high performance storage system as we are defining it here consists of 2
SCSI-2 Wide drives, a PCI based SCSI Wide host adapter, Conley SoftRAID
software and a high speed PowerPC based computer. This is a significant
enhancement over a single drive inside your Mac system. Certain
applications such as PhotoShop and particularly those which include
additional hardware, such as Digital Video applications will benefit from fine
tuning or enhancing this high performance storage system. 
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Digital Video Configurations

The above SCSI Wide system should give you sustained video data
throughput of at least 5 MB/sec sustained system throughput, or higher,
with a high performance digital video system. This is adequate for 90% of
high performance needs, including most digital video applications. 

Some specialized Digital Video applications require more performance
and need specific configurations tuned to their systems. Many of these users
have a “performance at any cost” requirement. For file transfers and even
most server applications, the addition of some of the recommended steps
below will not give significant additional benefit. This does not mean that
the suggested improvements do not work, it is just that other system
bottlenecks, such as the Mac OS itself, will prevent a faster storage
subsystem from increasing overall system performance. If you have
dedicated Digital Video or other high performance hardware that requires the
highest possible performance, then the suggestions below may help you get
extra data throughput. 

Assuming you start with the above high performance Wide SCSI sub-
system, what does it take to maximize your systems overall performance? We
have included several additional steps you can take, and in what
circumstances you can expect them to add a significant benefit.

◆WARNING We have included suggestions that could increase the
possibility of data loss in the event of a disk failure or other hardware

problem. We recommend that you balance your performance requirements
against the cost of losing data. Never use striping for mission critical
applications. If you absolutely must have maximum performance in a
mission critical application, purchase a hardware RAID 5 system, such as
the SR-40 system from Conley Corporation. This can give you the necessary
high throughput with added high data availability.
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High Performance Hardware enhancements

1. Use Fast/Wide or Ultra/Wide PCI SCSI-2 adapters

PCI SCSI cards are high performance cards. Most of the cards on the
market today are similar in performance, so be certain to purchase a card
that is Ultra SCSI, or software upgradeable to Ultra SCSI so you can take
advantage of Ultra SCSI when suitable devices are available. We make the
assumption in this section that the user possesses at least 2 Wide SCSI-2
disks, SoftRAID, and a PCI Fast/Wide SCSI adapter.

2. Use a dedicated boot drive 

In order to maintain the highest sustained throughput, you need to be
able to optimize the disks for striping performance, which requires setting
certain parameters which you may not want set on your boot volume. In
addition, you want the drive to use its controller cache as much as possible.
By using a dedicated boot disk that is not involved with your striped
configuration, this will ensure that any Mac OS System reads will not
interfere with overall performance by flushing the controller cache from the
Striped disks.

3. Add a 3rd disk to the Striped array 

Most of the performance gains in a High performance system are
achieved with the standard configuration of 2 SCSI Wide drives, PCI
adapter and SoftRAID software. Striping a 3rd drive in the array will give a
significant increase in the data transfer rate. In theory, adding a fourth drive
will increase performance even further, but in practice, SCSI command
overhead will virtually nullify additional gains.

4. Use 4 disks and a second Fast/Wide SCSI adapter

Adding a second adapter is also the best way of enhancing performance
in a Mirrored disk array. SoftRAID supports simultaneous writes with
Mirroring, so a second PCI controller will improve write performance with a
Mirrored subsystem. Adding an additional PCI SCSI adapter can increase
write performance from 5% to 25%.

A Striped array will not normally benefit from a second controller when
Striping across 2 disks. However, if you are trying to increase performance
over a 2 or 3 disk Striping array, then a second adapter will increase
sustained system throughput. A 4 disk array striped using two drives per
controllers will give the maximum result. 
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5. Buy the fastest available SCSI drives 

Since drive technology changes quickly, we won’t spend time on specific
brands to look for. Instead here are tips in purchasing high speed drives.

A) Buy the same brand and model drive in your array. This will help
ensure one drive doesn’t bog down your array. Even the same model drive
from the same manufacturer with a different capacity may have a different
level of performance.

B) Get the fastest possible rotational speed - 7200 rpm is the minimum
for a high performance drive.

C) Buy drives based on their sustained throughput. First make sure that
the disk you are considering has the highest available burst rate, i.e., for a
SCSI Ultra Wide drive, it would be 40 MB/sec. Then compare the sustained
throughput of those drives.

D) More disk controller RAM cache is preferable. This cache has no
relation to system RAM (as built into the operating system) but refers to
special RAM built into the drives SCSI controller. Most high capacity drives
have at least 256K of cache. Many drives have 512K or 1MB of RAM cache.

6. Drive parameters can be optimized for striping.

A) SCSI Disconnect - Make sure that SCSI disconnect is enabled on
the SCSI adapter. Disconnect is normally enabled by default.

B) Write Cache - Disk drives have two types of cache, read cache and
write cache. The Read cache is normally enabled at all times. A disk drives’
write cache is sometimes turned off for safety, especially in a Mirrored array.
Turning write cache on can improve write performance significantly.
SoftRAID allows you to turn this parameter on or off. 

C) Stripe segment size can be increased - SoftRAID has found that
100 blocks is optimal for most environments. If your drives have a
sufficiently large RAM cache and your application writes data in large I/O
chunks, it may be worthwhile to experiment with larger settings here. The
best way to test Striping segment sizes is to create several striped partitions
with differing segment sizes. SoftRAID has a default of 100 units (51,200
bytes), which extensive testing has found to be an optimal segment size for
high speed drives with PCI SCSI adapters. 

You may want to create volumes with 200 blocks, test both partitions for
performance, and then perform another set of tests with larger or smaller
unit settings, depending on your results. (Please perform REAL tests with
YOUR specific application. - Do not rely on “benchmarks”. Benchmark tests
are designed for generic computer environments and will not help you fine
tune your system.) Keep the volume sizes identical during testing, and keep
other factors identical, such as preventing file fragmentation, maintain an
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optimal state of your system (reboot frequently), Appletalk consistently
ON/OFF, etc., to make test conditions as precise and accurate as possible.

D) Test changing cache and buffer configurations - Some drives allow
SoftRAID to configure the number of cache segments. SoftRAID leaves this
at the drives default setting. In some striping environments, setting this to a
lower number will increase performance if this parameter is matched to a
corresponding increase in the Stripe unit size. Only SCSI experts should
change these parameters. 

◆WARNING SoftRAID also allows the cache flush size to be altered. If
you do not understand the impact of this setting, do not modify it.

Changing mode page parameters can adversely affect system performance
and reliability.

E) Format disks occasionally - If a bad sector appears on a drive,
performance is affected every time this bad block is encountered. Even when
a bad block is mapped out, there can be a small lag while the drive reads
sectors on that track out of order so that the replacement block can be read.
Re-formatting resets each sector number on a track, keeping them
consecutive. This should be a problem only on older drives, but formatting
drives every 6 months or so, depending on usage, can keep your drives at
peak performance.

F) Use only the outer areas of a disk in a Striped partition - Some
users claim to gain up to 50% additional throughput with this technique. On
all high speed, high capacity drives, significantly more data is stored on the
outer tracks than on the inner tracks. Drive manufacturers found that
maintaining a relatively high density on all tracks is a good technique for
increasing capacity. Since the drive spins at a constant rate, the drive has
higher data throughput on the outer tracks. To create a stripe using only the
outer tracks, create a stripe volume using the first partitions on a disk, using
no more than 50% of any drive in the stripe. (i.e. with a freshly formatted
drive, the first created partition will use the outer tracks.)

7. SCSI ID’s 

Place disk arrays on their own SCSI buses. Avoid placing Scanners and
CD ROM devices on the same SCSI chain as your high speed devices. f you
must have additional devices on the chain, then make the SCSI ID’s of your
striped disk array 14 and 15 if possible. Since higher SCSI ID’s have higher
priority on a SCSI chain, it can help performance if the striped array uses
the highest SCSI ID’s. In practice, this helps primarily in a mixed SCSI
chain which contains both high speed and lower speed devices.
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8. Minimize Extensions which affect performance

Many System Extensions plug themselves into the Mac OS in ways that
adversely affect perfomance. In general, keep extensions to a minimum,
especially when performance is critical. One example of a popular extension
which significantly affects performance is Adobe Type Reunion. 

As an example, a public domain utility called “Check Ticks” can be used
to approximate the efficiency of your system. Check Ticks performs 10,000
system calls and counts how many times it is interrupted. If Check Ticks
shows a number higher than 1,000, you can expect system performance to
be less than optimal. Keep in mind that Check Ticks only measures one
aspect of system efficiency. There are a variety of third party utilities for
determining how much affect extensions have on overall performance. 

9. Cabling 

SCSI cabling is very important for top performance. Poor cabling will
affect reliability, cause retries,and lost or corrupted data. In a high
performance digital video system, poor cabling can even be responsible for
lost frames. Partly because optimal cabling is difficult to ensure, internal
SCSI configurations (with their shorter cable lengths) will have a more
reliable SCSI bus than external systems. Use identical cables when possible
to ensure that all cables have the same impedance to avoid signal reflections.
Keep cables as short as physically possible. Cables should be laid out in a
daisy chain fashion with no stubs, and with exactly two terminators located
one at each physical ends of the SCSI chain. On external drives, purchase
drives which use a SCSI “loop” design, where the drive is in the middle of a
loop formed by the SCSI in and SCSI out external connectors, and not at
the end of a short piece of ribbon cable. 

Active termination is required. At least one device must supply term
power to the bus. (This is easily tested with an active terminator with an
LED indicator light. The LED is powered by Term Power,and will be weak or
unlit if insufficient Term Power is present on the SCSI bus. Avoid using a
SCSI Narrow device on a SCSI Wide bus. A SCSI Narrow terminator will
not terminate the additional data lines in the SCSI Wide devices, and can
cause signal reflections. 

A good cable will be built in three layers: The internal layer should
contain the ACK and REQ lines in twisted pairs with ground cables as these
are the fastest lines. The middle layer will contain the control signals in
order to insulate the REQ and ACK form the data pairs, and the outer layer
will contain the data lines, again, all lines should be twisted pairs with
ground lines. Twisted pairs are critical for high performance systems, and are
not used in many mid range and low end data cables.
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10. Use Current Technology whenever possible 

Technology changes quickly! A “fast” hard drive today will seem mediocre
in performance in less than two years. If peak performance is really critical
to you, sell your drives every year and replace them with faster technology.
This is practical only with those business environments where lack of
performance is costly, but for those business applications, is important to
remember! Use Ultra SCSI when it is available. Use the faster SCSI-3 Fiber
Channel when it becomes cost effective. They may be able to increase your
potential data throughout to a level where your storage devices can actually
transfer data faster than your computer can handle it!
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Appendix 

SCSI Technical information

This section gives a brief overview of SCSI. This will help the reader
understand enhancements to SCSI and how these enhancements improve
SCSI performance. SCSI is an American National Standards Institute
standard, and is the result of professionals from throughout the computer
industry agreeing on a common standard which can be used in any
computer system following the SCSI protocols.

SCSI performance 

SCSI (Small Computer Standard Interface) has undergone a radical
transformation in the past few years. The SCSI specification has been
greatly enhanced to include SCSI-2, Fast, Wide, and Ultra. There is also
Differential SCSI! This doesn’t even include SCSI-3 which promises even
faster speeds. A brief definition of each term is included here.

SCSI-1 

The original SCSI specification allowed up to 8 devices (typically one
computer and 7 devices) to be connected together in a SCSI bus. SCSI-1
has 8 data lines and sends data in 8 bit chunks at a time. Cabling is
restricted to 6 meters total length. The first and last device in the chain must
be terminated. Termination is “passive”, i.e. the device supplies a voltage to
fixed resistors on the bus to improve signal communications. SCSI devices
are identified with a SCSI ID, numbered 0 through 7. The main problem
with SCSI was the lack of a coherent standard and a defined common
command set. This was partially fixed in 1986, but because many vendors
had their own “version” of SCSI, compatibility problems were common.

SCSI-2 

Work on SCSI-2 began in 1986, and was not approved as a final ANSI
specification until 1993. The SCSI specification offers much higher
performance, and was expanded to offer true device compatibility with all
SCSI-2 devices. Some of SCSI-2 features include: synchronous transfers of
up to 10MHz, a Wide SCSI bus up to 32 bits wide (though 16 bits is much
more common because of the easier cabling requirements) and definitions of
10 peripheral device types. Fast, Wide and Differential were defined as
optional features. Active termination and other methods of termination are
defined. SCSI-2 is backwards compatible with SCSI-1. 
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Fast SCSI 

Fast SCSI increases the clock speed of a SCSI-2 device in synchronous
transfer mode to 10 million transfers per second.

Wide SCSI

Wide SCSI uses a 2 byte data path, which doubles the amount of data
that can be transferred with each cycle. Because of this wide data path, data
throughput doubles with Fast/Wide SCSI-2 to 20 MB/sec. A 16 bit data path
has an additional benefit of increasing the number of SCSI ID’s to 16. Wide
SCSI requires special cables to be compatible with SCSI narrow devices on
the same bus. Since 8-bit SCSI devices use lower SCSI ID’s, in a mixed
environment, SCSI Wide devices will be assigned SCSI ID’s 8 through 15.

Differential SCSI

Differential SCSI allows SCSI devices to communicate over long cables
(up to 25 meters) and minimize signal noise at these greater distances.
Differential SCSI, while more expensive, is also more “reliable” in items of
consistently high performance without problems caused by impedance,
signal noise, inadequate termination and signal loss from cabling.
Differential SCSI controllers are available with Fast/Wide SCSI.

Ultra SCSI

Ultra SCSI again doubles the clock speed of synchronous data transfers
to 20 million data transfers per second. This is implemented by doubling the
clock speed on Fast SCSI synchronous data transfers. Ultra SCSI requires
high quality cabling and effective termination. Ultra is most common with
Wide SCSI devices, with an effective throughput of 40 MB/sec. Ultra SCSI
for standard Fast SCSI-2 devices, has a bandwidth of 20 MB/sec.

SCSI-3 

The SCSI-3 standards are still being developed. Additional benefits of
SCSI-3 are enhancements to parallel buses, as well as the creation of serial
interfaces. Parallel SCSI-3 is an extension of today’s SCSI-2 standards. A
revolution will take place with Serial SCSI. Serial SCSI-3 has 3 proposed
standards, Fiber Channel, SSA (Serial Storage Architecture) and Firewire
(IEEE 1394). Fiber Channel began to dominate SCSI-3 development in
1996, and Fiber Channel devices are beginning to reach the marketplace.
Fiber channel enables much longer cable distances, nearly unlimited
numbers of devices, much higher performance (up to 200 MB/Sec currently
and increasing) and higher levels of reliability and robustness. 
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Discussion on RAID and RAID Levels

When the RAID (Redundant Array of Independent Disks) acronym was
coined at the University of California at Berkeley, several different disk array
architectures or “levels” were defined. Currently, SoftRAID users can create
RAID level 0 or 1 disk arrays. Future versions of SoftRAID will include
additional RAID capabilities. The RAID levels are described below.

RAID level 0 (Striping)

RAID level 0 is commonly known as striping. In a Striping architecture
data is striped across the array of drives. A stripe is a set number of blocks on
a disk. This configuration offers a very high I/O rate — an array of five drives
can execute up to 400% more I/Os-per-second than a single disk. 

Striping is not fault-tolerant. In the event of a drive failure, there are no
recovery procedures available beyond those offered by a standard hard drive.
One Striping array containing five disks with 150,000 hours MTBF has a
probability of a failure every 30,000 hours, approximately 10 years of usage.
This means that for every ten 5 drive striped arrays, one will likely fail each
year. In the event of a single drive failure, the entire array must be rebuilt
from a backup system. 

Suggested RAID level 0 Environments

Striping will offer the highest I/O rate of any RAID level. Conley’s
Striping implementation supports parallel drive accesses and parallel
transfers. Therefore, Striping is suitable for large transfer applications such
as digital video, imaging, or any application that makes SCSI transfers larger
than 32K. With Striping, there is no loss of disk space due to redundancy. It
is the least expensive, and the most risky, because of the lack of redundancy.

RAID Level 1 (Mirroring)

In Mirroring, data is written to one drive while simultaneously maintaining a
redundant copy of the data on a second drive. This process provides a very
high level of data reliability. In the event of a drive failure, all data is available
from the other drive in the mirrored pair. Although the array will continue to
function with a failed drive, the array is operating in a non fault-tolerant
state until the failed drive is replaced and the data is rebuilt. SoftRAID
allows the user to rebuild the data to a replacement drive in the background.
The calculated MTBF in a RAID level 1 is typically 500 years. 

◆WARNING Even though Mirroring is highly fault-tolerant, regular
back-up will insure data security in the event of accidental file deletion,

software caused problems or catastrophic hardware failure.
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Suggested RAID level 1 Environments

The difference between Mirroring and Striping is the tradeoff of extra
performance for the fault-tolerance benefit. The capacity of Mirroring is half
that of Striping and executes only half as many writes per second. Mirroring
is best for file server and database applications requiring fault-tolerance. 

RAID Level 0+1 - Striped Mirroring

RAID level 0+1 combines both Striping and Mirroring. RAID 0+1 is an
inexpensive method of adding redundancy to a RAID 0 disk array while
having a minimal effect on performance. Four drives used as RAID 0+1 is
actually two Striped arrays mirrored together. Fault tolerance is achieved by
duplicating the data on each disk to another “mirror” disk. RAID 0+1 will be
available in a future release of SoftRAID.

Suggested RAID level 0+1 Environments

This RAID implementation is best with Server applications (Internet or
database servers) where high data availability is required, and also a higher
level of performance is desired over standard disk mirroring. RAID 0+1
should be installed with 2 PCI SCSI controllers for optimal performance.

RAID Level 3

RAID level three is often described as a parallel disk array. Disks are
striped together with parity information stored on a single, dedicated drive. A
RAID 3 Array’s disks work together as a single disk, with each of the drive
heads synchronized to read and write large amounts of data quickly. Striping
segments are very large, often measured in megabytes. RAID level 3 is best
used when very large files are written to disk without interruption.

Suggested RAID level 3 Environments

RAID 3 is best for data dumps, so environments like satellite downloads
and image storage are best used with RAID 3. RAID level 3 can be used in
some data processing environments by including a large RAM cache to act
as a buffer to improve performance.

RAID Level 5

RAID level 5 has a set of striped drives, as in RAID 3, except that there is
no dedicated parity disk, and parity is distributed across all drives. RAID
level 5 is superior in a data processing environment where frequent I/O
requests are distributed across many disks working independently to read
and write data. RAID level 5 has a lower write performance because parity
must be read and verified before data can be written. 
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Suggested RAID level 5 Environments

RAID level 5 is the most commonly used RAID hardware technology. It is
ideal for “transaction processing”, which includes applications where many
data accesses are required and data transfers are relatively small. RAID level
5 is used in financial institutions, corporate databases, etc. RAID 5 is highly
redundant, and can be adapted to a wide range of applications where high
data availability is important. When comparing Mirroring to RAID level 5,
the read performance is slower, but write performance of Mirroring is often
superior to RAID level 5 because parity does not need to be created.

RAID Level 5 Enhanced

Similar to level 5 but an additional “hot” spare is added to the
configuration. When drive fails, the hot spare is automatically brought on-
line and all data and parity values are recalculated and written to that drive. 

High Availability RAID systems

Systems with fault tolerant components are described as High Availability
Systems. In addition to hardware components being duplicated, even entire
servers and their running application may be duplicated in an attempt to
keep a system running at all times.

Fault Tolerant RAID Components

Fault tolerance implies that if any component of the subsystem fails, the
unit will remain operational. High end RAID systems, such as the SR-40
from Conley Corporation feature additional fault tolerance with built in dual
controllers, dual power supplies, dual fans and even redundant cabling. The
idea is to prevent any single point of failure causing the array to fail. Some
RAID systems incorporate a second RAID box (redundant storage), second
Server (redundant computer), and in some data critical environments, even
a standby version of each application is available. When the cost of down
time is exceedingly high, the cost of this redundancy is often secondary.
Imagine a Flight Control tower shutting down because of computer failure,
and you can understand why extreme measures are taken to prevent the
interruption of data availability, and why frequent backups are inadequate. 

Rebuilding data in a RAID subsystem

When a drive in an array fails, the Array is in a degraded state. Now if a
drive fails, data will be lost. RAID systems are designed so that the
replacement drive that is used can be recreated using the remaining data on
the remaining drives. This is done in the background, and the system can be
used (usually a little slower than normal however) while data is being rebuilt.
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Warm and Hot Spares in a RAID subsystem

Drives that are electrically connected and powered-on but not currently
used are called “Hot Spares”. When a drive fails, the RAID disk array
automatically uses the hot spare, and recreates all data on that drive in the
background. A “Warm Spare” is connected but not powered up, unless a disk
failure occurs. In that case, the warm spare is powered up automatically and
activated as a Hot Spare.

Software Vs. Hardware RAID

With software RAID, all RAID functionality is implemented on the host
computer. Since RAID algorithms require CPU power, software RAID may
affect performance. The extent to which performance is effected is a
function of the excess CPU capacity available on the host. Hardware RAID
has no affect on the CPU performance of the host computer.

Hardware RAID systems are typically implemented on a separate RAID
controller card that plugs into an expansion slot inside the host computer.
The RAID controller has its own CPU and may have DRAM, ROMs and
internal buses all dedicated to RAID processing. A hardware RAID system,
including the controller and SCSI drives appears to the host computer as a
single hard disk.

Deciding between hardware or software RAID is a decision of tradeoffs.
Since software RAID is performed on the host computer, there is less SCSI
overhead associated with software RAID. On the other hand, due to the
SCSI overhead associated with hardware RAID, software RAID offers better
performance in many instances. The lower RAID levels such as RAID 0, 1
and 0+1 often are best implemented in software, while RAID 3 and 5
usually have superior performance using a hardware based subsystem

For those users interested in a hardware RAID system, Conley offers the
SR-30 and SR-40 Disk Arrays. For more information about Conley’s
hardware RAID products, please contact Conley Corporation.
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Glossary
Apple menu The Apple-shaped menu at the top left of the display which

contains items found in the System Folder: Apple Menu Items folder.
block A physical space on a hard disk drive that holds a specific amount of

data, normally 512 Bytes. A block is the smallest possible size on a disk
that can be used to store data. Blocks are also known as sectors. 

boot The process of starting the computer. Also called start-up on the
Macintosh.

bus A bus is a mechanism for conveying signals from one location to
another. SCSI bus is a general description of the total physical wiring in a
SCSI system, including the SCSI controller in the host. A PCI bus is a
type of bus for bringing signals from an adapter card to the host CPU.

command key The key on either side of the space bar that has a clover leaf
symbol and an apple-shaped symbol on it. It is used in combination with
other keys to perform menu shortcuts.

contiguous Consecutive item with no space between them.
daisy chain A method of connecting two or more items to a host device in

which the first is connected directly to the host, the second is connected
to the first, the third is connected to the second, and so on.

default A pre-configured condition, usually set by the manufacturer.
degraded The status of a RAID partition when one of the redundant drives

is missing or disabled.
device Any hardware component.
disconnect/reconnect In SCSI terminology, disconnect is the ability of a

SCSI device to leave the SCSI bus while it processes the latest SCSI
command, and return after it is completed. Disconnect is critical for high
speed RAID operations as it allows better utilization of the bus when
multiple devices are active. 

disk A medium for storing information.
disk array A set of drives which are configured together so as to increase the

safety of data, increase performance, or both. See RAID.
disk driver Software on a hard disk used to mount and control the disk.
display The screen of your computer.
external drive A disk drive in a separate box attached to the computer via a

cable to a connector on the back of the computer.
Fast SCSI-2 An implementation of SCSI which permits transfer of data at

rates up to 10MB/sec, or 20MB/sec if the bus is Wide as well.
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format To prepare a disk drive for use with a computer by dividing the
magnetic platters into sections that are readable by the computer.

GB Abbreviation for gigabyte.
gigabyte 1024 (MB) or just over one billion bytes.
hard disk drive A rotating device used for storing data; most consist of disks

(or platters), a rotating spindle, an actuator, heads, logic board and cache
memory.

host a computer with a SCSI bus which requests and transfers data to and
from other devices on the bus

hot swapping A method of component replacement wherein the machine
containing the component remains on-line during removal of the failed
component and insertion of the new one

initialize See format.
kilobyte 1024 bytes of data (KB)
LED Abbreviation for light emitting diode; sometimes used to indicate

status of various components of a hard drive, such as activity and power
logical unit A SCSI term defining a logical device; each SCSI ID can have 8

logical units, allowing up to 64 or 256 devices on a single SCSI bus.
LUNs other than zero are rarely used.

LUN Abbreviation for logical unit number.
megabyte A unit of storage equal to 1024K (Kilobytes). See also Gigabyte.
mirroring (RAID level 1) An active duplicate of a primary hard drive.

Contains the same information, and is available immediately in the event
of the primary drive’s failure.

NuBus The bus standard used in a Macintosh before the Power PC chip
became popular. . NuBus allowed data transfers of up to 40 MB/sec.

parity information Information stored on a disk array which is used to
reconstruct data in the event of a disk failure.

partition A section of a hard disk set aside for use as, and treated like, a
separate device.

PCI Abbreviation for Peripheral Connection Interface. PCI is a standard
connection which allows signal speeds of up to 132MB/second. 

Power PC A new chip standard for the Macintosh and the Mac OS, which
uses RISC technology (reduced instruction set commands).

RAID An acronym for Redundant Array of Independent disks. RAID is a
method of combing hard disks into an array so that they are accessed as a
single volume. RAID has several levels, most commonly RAID 0, 1, 3,
and 5. All RAID levels except for RAID 0 offer higher data redundancy to
the user via the use of parity or redundant information in the disk array.

RAID level 0 see striping
RAID level 1 see mirroring
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rebuild The process of restoring the condition of a drive before it failed. 
rebuild rate The rate at which partition information and data are restored.
SCSI Acronym for Small Computer System Interface; a set of protocols

computers use to communicate with peripheral devices.
SCSI chain See daisy chain
SCSI-2 host adapter An add-in card that allows SCSI devices to transfer

data to and from the host.
SCSI ID The unique number assigned to each SCSI device, sometimes

referred to as target ID.
SCSI ID switch A switch found on the back of many external hard drives

that allows the setting of the assigned SCSI ID.
SCSI port Where a SCSI connecting cable attaches to the computer.
sector A small section of the hard drive platter on which information is

stored. A disks surface is broken into many concentric tracks, each of
which is divided into many sectors.

segment size (also called stripe-unit size) The number of contiguous blocks
written to a single drive before switching to the next drive in a block-
striped disk array.

starting block The sector on the disk where the information for that
partition begins.

striping (RAID level 0) Data is written in successive sectors across two or
more hard drives, thus “striping” the data across the drives.

stripe-unit size See segment size.
terminator An electrical device that is placed at the end of a SCSI chain to

stabilize the electrical current and signals.
volume A mountable logical device. 
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